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Abstract. The article examines the algorithms for JPEG and JPEG-2000 compression of various graphic images.
The main steps of the operation of both algorithms are given, their advantages and disadvantages are noted. The main dif-
ferences between JPEG and JPEG-2000 are analyzed. It is noted that the JPEG-2000 algorithm allows re-moving visually
unpleasant effects. This makes it possible to highlight important areas of the image and improve the quality of their compres-
sion. The features of each step of the algorithms are considered and the difficulties of their implementation are compared.
The effectiveness of each algorithm is demonstrated by the example of a full-color image of the BSU emblem. The obtained
compression ratios were obtained and shown in the corresponding tables using both algorithms. Compression ratios are ob-
tained for a wide range of quality values from 1 to ten. We studied various types of images: black and white, business graphics,
indexed and full color. A modified LZW-Lempel-Ziv-Welch algorithm is presented, which is applicable to compress a variety
of information from text to images. The modification is based on limiting the graphic file to 256 colors. This made it possible
to index the color with one byte instead of three. The efficiency of this modification grows with increasing image sizes.
The modified LZW-algorithm can be adapted to any image from single-color to full-color. The prepared tests were indexed
to the required number of colors in the images using the FastStone Image Viewer program. For each image, seven copies
were obtained, containing 4, 8, 16, 32, 64, 128 and 256 colors, respectively. Testing results showed that the modified version
of the LZW algorithm allows for an average of twice the compression ratio. However, in a class of full-color images, both
algorithms showed the same results. The developed modification of the LZW algorithm can be successfully applied in the
field of site design, especially in the case of so-called flat design. The comparative characteristics of the basic and modified
methods are presented.

Keywords: image compression algorithms lossless and lossy; jpeg; jpeg-2000; discrete cosine transform; discrete wa-
velet transform; modify lzw-algorithm.

AwnoTtamisi. Y crarti gociimkeno aaroputmu JPEG 1 JPEG-2000 crucHennst pisHuX rpadiuHux 300paxeHs. Hasene-
HO OCHOBHI KpOKH PoOOTH 000X aJIrOPUTMIB, BiI3HAUYCHI iXHI TIepeBary il Hemouiku. [IpoaHanizoBaHO OCHOBHI BiMIHHOCTI
JPEG i JPEG-2000. Bigznaueno, mo amroput™ JPEG-2000 no3Bosie BUIansaTH BizyambHO HenpueMHi edektr. e mae Mmox-
JINBICTH BUIUIATH BaXKIUB1 001aCTI 300pakeHHS # I IBUILHATH SIKICTh IX CTHCHEHHS. PO3IIIsIHYTO 0COOIMBOCTI KOKHOT'O KDO-
KY QJITOPUTMIB 1 IOPIBHIHO CKJIAIHOLI] X BUKOHAHHS. E(DEKTUBHICTH KOKHOI'O aarOPUTMY IIPOAEMOHCTPOBAHO Ha IIPUKIIAIL
KOJILOPOBOI0 300paskeHHs eMOJieMu B1TopyChKOro aep:kaBHOro yHiBepcurery. HaBeneHo v BiAMOBiAHUX TaOIMIIX OTPUMA-
Hi KoeDIII€EHTH CTUCHEHHS 3a IOIIOMOTror0 000X anropurtmis. KoedillieHTH CTHCHEHHS! OTPUMAHO YIS IIMPOKOIO JIiaa3oHy
3Ha4YeHb AKOCTI, Bix 1 no gecstu. JociimKyBaircs 300paKeHHs DISHUX THIIB: YOPHO-O11, AioBa rpadika, iHIeKCOBaHI i
MOBHOKOJILOPOBi. HaBeneno monudixosanmii anropurm LZW-Lempel-Ziv-Welch, siknii Mo>kHA 3aCTOCYBATH Ul CTUCHEH-
Hs pi3HOMAaHITHOI 1H(bopMarlii, Bix TEKCTY 10 300pakeHs. Moaudikaris 0a3yerbes Ha oOMexeHHI rpadidnoro dainy 256-
Ma KosibopaMi. 1le 103BOJIMIIO IPOIHIEKCYBATH KOJID OJHUM OalTOM, 3aMicTh TPHOX. EdexruBHicTh n1aHoi Mogudikarii
3pocTac 31 301IBIIEHHSIM PO3MIDIB 300paxkeHs. MoandikoBanuii anroput™M LZW MokHa amanTyBat 10 OVab-IKHUX 300pa-
’KE€HB, BiJl OJTHOKOJILOPOBHX 0 MOBHOKOJLOPOBHUX. [1IATOTOBIEH] TECTH OYIIM IPOIHAEKCOBaHI 0 HEOOX1AHOIT KUUIBKOCTI KO-
JILODIB vV 300pakeHHsAX 3a Jonomororo nporpamu Fast Stone Image Viewer. Jliisg Ko3kHOro 300pakeHHs OyJI0 OTPHUMAHO CiM
KOIIi#, 1110 MICTATH BianosigHo 4, 8. 16, 32, 64, 128 1 256 xonbopiB. Pe3yiapTaTi TecTyBaHHS MOKa3aIH, 10 MOau(biKOBaHa
Bepcisa axroputmy LZW 103Bossie, B CEPEAHLOMY, B Ba Pa3H 30LIbINUTH KoedimicHT ctucHeHHsA. OIHaK, Ha KJaci IOBHOKO-
JILOPOBHUX 300pakKeHb OOMIBA AITOPUTMH ITOKA3aJIM OHAKOBI pe3yiabTaTi. Po3pobiiena moaudikarst anropurMy LZW Mo-
JKe OVTH 3 VCIIXOM 3aCTOCOBaHA B 00JIACTI TU3aifHY CalTIB, OCOOIHMBO V BUIIAKY, TaK 3BaHOTO, TNIOCKOTO Iu3aiiHy. HaBene-
HO TIOPiBHSUTBHI XapaKTEPUCTUKH 0a30BOT0O i MOAM(D)IKOBAHOTO METOIIB.

KniouoBi cjioBa: anroputMu CTHCHEHHS 300pakeHb 3 BTpaTtaMH i 6e3 BTpar; jpeg; jpeg-2000; quckpeTHe KOCHHYCHE
MepPeTBOPEHHSI; AUCKpeTHe Wavelet-nieperBopenHs; MoaudikoBanuii IZw-anropurm.
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Introduction

The current Information Age gives rise to
huge amount of information, which requires
large storage devices and high-speed commu-
nication channels. However, increasing the
storage capacity and the speed of transmission is
either technically impossible or not econo-
mically relevant. The task is to reduce the amount
of information without changing it. This process
is called archiving or data compression.

In fact, it is possible to compress almost
any type of information, primarily because its
“usual” representation is usually redundant.
Redundancy is present in texts, since they ne-
cessarily contain repeating words, phrases, and
even whole paragraphs. Redundancy of
information is inherent in the speech, since it
necessarily includes frequencies that are not
perceived by human hearing. By removing re-
dundancy, the need for information capacities
required for storing information can be reduces,
while retaining the ability to restore it to its
original form. Thus, by removing the re-
dundancy of information, the resources required
to store and transmit data can be reduced.

Problem statement. Classification of
compression algorithms

A number of the algorithms for graphic
information compression are considered below.
There is a comparative analysis, on the basis of
which the most versatile and “efficient”
algorithm will be chosen. The efficiency of a
selected class of images compression will be
examined according to the algorithm
modification.

Compression of data that does not have the
condition of redundancy (for example, a random
signal or white noise, encrypted messages) is
fundamentally impossible without loss [1].
Compression methods can be divided into two
types:

1. Lossless compression techniques ensure that
the decoded data is the same as the original.

2. Lossy compression techniques can distort the
original data, for example, by removing an
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insignificant part of the data, after which full
recovery is impossible.

The first type of compression is used when
it is important to restore data after compression
in an undistorted form, it is important for texts,
numerical data, etc. Compression is achieved
only due to a more economical presentation of
data.

The second type of compression is used
mainly for video images and sound. A higher
compression ratio can be achieved due to losses
[2, 3]. The main criteria for evaluating any data
compression algorithm are:

e quality (a ratio or degree) of compression, i.e.
the ratio of the length (in bits) of the
compressed data representation to the length
of the original representation;

e speed of encoding and decoding, determined
by the time spent on encoding and decoding
data;

o the amount of required memory.

There is no doubt that evaluating com-
pression methods from a practical point of view
depends on the intended field of application [4].

JPEG algorithm. JPEG is the standard for
full color images. The algorithm operates with
8x8 areas where brightness and color change
relatively smoothly. As a result, only the first
coefficients are significant throughout the
factorization of the matrix of such a range in the
double cosine series. Thus, compression in JPEG
is carried out at the expense of the smooth
changes in colors of image.

The algorithm is based on a Discrete
Cosine Transform (DCT) applied to the image
matrix to obtain some new coefficient matrix. To
obtain the original image, the inverse trans-
formation is applied [4].

The Discrete Cosine Transform (DCT)
decomposes the image into the amplitudes of
certain frequencies. Thus, when transforming,
we get a matrix in which many coefficients are
either close or equal to zero. In addition, due to
the imperfection of human vision, the coef-
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ficients can be approximated more roughly

without noticeable loss of image quality.

For this, quantization is used. In the
simplest case, it is an arithmetic right circular
shift. With this conversion, some information is
lost, but a large compression ratio can be
achieved.

Steps to realize the transformation
algorithm:

e Itis necessary to convert an image from RGB
color space to YCrCb color space (sometimes
called YUV). Y is the brightness component,
and Cr, Cb are the components responsible for
the color (chromatic red and chromatic blue).

¢ Divide the original image into 8x8 matrices.
Three DCT matrices are formed from each — 8
bits separately for each component.

e Apply DCT to each matrix. In this case, we
get a matrix in which the coefficients in the
upper left corner correspond to the low-
frequency component of the image, and in the
lower right - to the high-frequency one.

e Quantization. Basically, the matrix is being
divided into the quantization matrix element by
element. For each component (Y, U and V), in
the general case, its own quantization matrix is
specified. At this stage, the compression ratio
is controlled and the largest loss occurs.

e Convert the 8x8 matrix into a 64-element
vector using "'zigzag - scan", i.e. the elements
with indices (0,0), (0,1), (1,0), (2,0)... are
needed.

e Convolution of the vector using the group
coding algorithm.

e Convolution of pairs by Huffman coding with
a fixed table.

e The image restoration process in this algo-
rithm is completely symmetric.

The method allows to compress some
images without serious loss.

Advantages of the algorithm:

1. The compression ratio is set.

2. The color image can be 24 bits per point.
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Disadvantages of the algorithm:

1. As the compression ratio increases, the image
splits into separate squares (8x8), due to the
fact that large losses occur at low frequencies
during the quantization. It becomes
impossible to restore the original data.

2. The Gibbs phenomenon manifests itself in
halos along the borders of sharp color
transitions.

JPEG algorithm characteristics:

e Compression ratio 2-200 (user-defined).

o Full-color 24-bit or grayscale images without
sharp color transitions (photographs).

e Symmetry: 1.

o Special Features: In some cases, the algorithm
creates a "halo" around sharp horizontal and
vertical edges in the image (Gibbs
phenomenon). In addition, when the com-
pression ratio is high, the image splits into 8x8
pixel blocks.

JPEG-2000 algorithm. The main dif-
ferences between the JPEG-2000 algorithm
and the JPEG algorithm:

1. The best image quality with with the high
compression. A higher compression ratio for
the same quality.

2. Support for the encoding of specific areas
with better quality. It is known that certain
areas of an image are crucial for human
perception (for example, the eyes in a pho-
tograph), while the quality of others can be
sacrificed (for example, the back-ground).
The main compression algorithm is replaced
by wavelet transform. In addition to the
specified increase in the compression ratio, it
allows to get rid of the 8-pixel blocks that
occurs when the compression ratio is
increased.  Moreover, smooth image
development is now a standard feature.

3. To increase the compression ratio, the al-
gorithm uses arithmetic compression.

4. Support of the compression without losses.
Thus, it becomes possible to use JPEG in
compression of medical images, in printing, in
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text saving for recognition by OCR systems,
etc.

5. Support of the single-bit (2-color) images
compression.

6. Concerning the format, transparency is main-
tained. In addition, not only one bit of trans-
parency (the pixel is transparent/opaque) is
supported, but a separate channel, which will
allow setting a smooth transition from an
opaque image to a transparent background.

JPEG-2000 features:

1. Instead of a discrete cosine transform (DCT), a
discrete wavelet transform (DWT) is used.

2. Arithmetic compression is used instead of
Huffman coding.

3. The algorithm includes quality control of
image areas.

4. The sampling of the U and V components
after color space conversion is not used,
because DWT can achieve the same result,
but more accurately.

Original
image

»

Processing

»

»

JPEG-2000 algorithm characteristics:
1. Compression ratio: 2-200 (user-defined).
Lossless compression possible.
2. Full color 24-bit images. Grayscale images
without abrupt color transitions (photos). 1-
bit images.
Symmetry: 1-1.5.
Special Features: Allows to remove visually
unpleasant effects, improving quality in
specific areas. With strong compression,
blockiness and large waves appear in the
vertical and horizontal directions.
Comparative analysis of JPEG and
JPEG-2000
Let us consider the algorithm of the simp-
lest JPEG lossy codec. The whole process con-
sists of the following steps, which are shown in
Figure 1.

s~

. Compression [l Compressed

Rounding image

Fig. 1. Phases of the JPEG codec work

The sequences of processes for JPEG-
2000 is similar, with the exception of using
discrete wavelet transform (DWT) instead of
discrete cosine in JPEG. Let us consider the
features of each step and compare the
complexity of the execution of each of the
algorithms.

At the first stage of both algorithms, the
image is converted from the RGB color space
with the components responsible for the red,
green (Green) and blue (Blue) components of
the point color into the YCrCb color space
(sometimes called YUV). All further work is
done with this particular color space. Y is the
brightness component, and Cr, Cb are the
components responsible for color (chromatic
red and chromatic blue) [5, 6].

The advantage of representing color
through YCrCb, over RGB, is that it is the
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closest to the "natural” one, which is uncons-
ciously performed by a person. The Y com-
ponent or brightness is closely related to image
quality.

The algorithms allow the subsampling of
channels: each block of 4 pixels (2x2) of the Y
luminance channel has the average value of Cb
and Cr (subsampling scheme (4: 2: 0).
Therefore, already at this stage, the size of the
encoded information will decrease, and the size
of the output file [7, 8].

At this point, the estimation of the run-
ning time of the algorithms is comparable.

Pixel  grouping,  transformation,
guantization

At these steps, there is a fundamental
difference between the two algorithms, which
will determine the nature of the distortion of the
images obtained after compression. This is how
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JPEG splits each channel into 8x8 blocks. Each
of the blocks is separately subjected to a discrete
cosine transform. The JPEG-2000 algorithm
does not require splitting the image into small
square blocks, since the DWT (discrete wavelet
transform) used in the algorithm works on
fragments of any size.

Compression

The matrices obtained at the previous
stage are compressed, but each of the algo-
rithms does it in its own way. JPEG writes out
the data of 8x8 blocks by zigzag scanning of the
matrix, leaving most of the zero coefficients at
the end of the chain, packs them using the RLE
algorithm and then applies Huffman coding.
The JPEG-2000 encoding process is more
complex. According to the JPEG-2000

'(x
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standard, immediately before encoding,
fragments are divided into blocks (for example,
32x32 or 64x64) so that all blocks of one
fragment are of the same size. In JPEG-2000,
each block is encoded independently. The
coding algorithm bypasses the matrix of
roundoff coefficients of each block in lines [5].

Comparison of compressed images

Most images on the Internet go through
lossy compression, so it is difficult to track the
characteristic changes after recompression on
them, only by considering rather large compres-
sion ratios, it will be possible to detect visible
defects. For the experiment, take the image
shown in Fig. 2. It has not been compressed,
it contains areas with a single color fill and areas
of smooth color transition.

g
1

\d

Fig. 2. Original uncompressed image

Let us compress the image using the JPEG
and JPEG-2000 algorithms. With different
compression quality settings. Let us look at
several pairs of images.
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For the first pair, 2 compressed images
were selected, which have approximately the
same size ~ 45 kB, 4 times smaller than the
original file. The pair is shown in Fig. 3.
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Fig. 3. Comparison of images compressed with JPEG and JPEG-2000

It can be noted that the quality of image, Next, a pair of compressed images (Fig.4),
which has been compressed using the JPEG- comparable in terms of the quality obtained after
2000 algorithm, is better than the image, which compression.

has been compressed, compressed using JPEG.

:'lw

Fig. 4. Comparison of images compressed with JPEG and JPEG-2000
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The images show defects of the used al-
gorithms. For JPEG-2000, it is “blurring”, “‘smoo-
thing” of edges on contrasting transitions. For
JPEG, it also adds “splitting” into 8x8 blocks.
The two images can be called comparable in qua-
lity, but the size of the image compressed by the
JPEG-2000 algorithm is 2.5 times less than the
compressed JPEG: 15 kB versus 35 kB.

Therefore, JPEG-2000 can achieve better
image quality at the same compression ratio, or
achieve a higher compression ratio at the same
quality, compared to JPEG.

ISSN 1561-5359. Artificial intelligence, 2020, Ne 4

Comparison of the results of the algo-
rithms. Let us test the operation of two algo-
rithms by two directions: by the compression
ratio of the output images and by the operating
time. We use the free library ImageMagick. It
allows selecting the desired compression for-
mat, in that case JPEG and JPEG-2000, and
setting the input quality parameter.

Tables 1 and 2 show the obtained com-
pression ratios.

Table 1. JPEG compression ratios, taking into account different values of the quality parameter

quality 1 2 3 4 5 6 7 8 9 10
black and white 576 568 573 562 562 566 555 558 543 | 550
business graphics 72 64 59 55 52 48 45 40 36 30
indexed 128 83 67 56 48 42 37 31 25 20 15
indexed 256 92 74 62 53 47 40 34 27 21 15
full-color 54 46 40 36 33 30 27 23 20 16
Table 2. Compression ratios for JPEG-2000 taking into account different values of the quality
parameter

quality 1 2 3 4 5 6 7 8 9 10
black and white 8554 | 7978 | 7572 | 7364 | 7231 | 7108 | 6980 | 6897 | 6815 | 6753
business graphics 479 240 | 141 91 65 48 38 273 26 23
indexed 128 2182 | 1226 | 489 68 15 8 5 4 3 3
indexed 256 2699 | 1556 | 668 | 113 19 9 5 4 3 3
full-color 203 99 55 34 21 14 9 6 5 4

Error! Select error. It can be seen from the
test results, that the compression of black and
white images with lossy algorithms also gives a
huge benefit, as well as with lossless compres-
sion algorithms. However, in these images, the
disadvantages of lossy algorithms are the most
clearly visible.

As you can see, when setting the quality
parameter close to one, we receive an advantage
when using the JPEG-2000 algorithm. However,
images compressed with this parameter at the
output are of low quality - the boundaries of areas
are blurred, contrasts and image details are lost,
so compression with such a parameter is not
required.
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The JPEG algorithm is better for compres-
sion with a quality parameter close to 100 (to 10
at this scale). However, images compressed with
a quality setting of 10 and a setting of, for in-
stance, 5 are difficult to distinguish with a naked
eye. With JPEG compression, the division into
8x8 blocks will be noticeable, but this is almost
impossible to see in large photorealistic pictures.
Therefore, when saving, the value of the quality
parameter is used, equal to 30-50 (with a standard
scale), or 3-5 in that particular case. Here, the
JPEG-2000 algorithm is superior in compression
ratio by 1.2 — 3 times.

Comparative analysis has shown that with
the use of JPEG-2000 algorithm images can be
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compressed 1.2-3 times more than using JPEG
(when certain quality settings are selected). How-
ever, the JPEG-2000 algorithm requires more re-
sources: memory and time.

The point of the LZW algorithm
modification

The LZW (Lempel-Ziv-Welch) algorithm,
based on replacing characters with some codes,
is applicable to any kind of information, texts or
images. This is done without any analysis of the
input text. The classical model of the algorithm
does not use the features of the graphical infor-
mation storage format. A pixel is considered to
be a unit of graphic information. For storing in-
formation about a pixel, most images are allo-
cated 24 bits - 8 bits for each component of the
RGB palette. The LZW algorithm operates with
8 bits as a character and initializes the dictionary
with 256 characters (ASCII encoding).

Let us consider the content of a graphic file
with the number of colors equal to 256. Width =
w and height = h. Then the file containing this
image will consist of w*h*3 (a pixel is repre-
sented by 3 channels) bytes, and all these bytes
will sequentially go through the compression al-
gorithm. Considering the number of colors, let us
index 3 bytes with one. We will save the correla-
tion between colors and their corresponding co-
des in the dictionary. Then we will just save this
table into a compressed file. Thus, w*h*3 bytes

that would be law encoded are converted to w*h,
potentially reducing the size of the compressed
file. However, as the size of the images increases,
the memory required to store this additional in-
formation decreases to the number of bytes for
compression. It is an advantage.

Obviously, this algorithm can be adapted
to any image, be it one-color, 256-color, or even
full-color. Let us analyze the stream of incoming
symbols. Index 3 bytes (color) one and add this
color to the dictionary if it is missing.

Files for analyzing

We will use BMP images as images for
analyzing. A standard BMP file contains uncom-
pressed image information.

Let us test several full-color images and
use FastStone Image Viewer to index the number
of colors in the images. As a result, we get 7 co-
pies for each picture, which will contain 4, 8, 16,
32, 64, 128, 256 colors.

Figure 5 shows the test results — compres-
sion ratios for the standard version of the LZW
algorithm on files with 16, 64, 256 colors.

The results of testing the modified version
of LZW are shown in Figure 6. As you can see
from the diagrams, the algorithms are similar.
However, in the modified version this value in-
creases to 13, while in the standard version there
IS a compression gain of up to 7.5 times.
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Fig. 5. LZW compression ratio diagram
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Fig. 6. Diagram of compression ratios of the LZW modification

Let us compare the average compression
ratio for all classes of images (from 4 to full co-
lor). As it can be seen from Figures 5 and 6, the
modification of the algorithm gives an advantage
in 2 times compared to the usual version on
images with an indexed palette. However, on the
class of full-color images, the algorithms show
the same result. The decompression speed of the
algorithms is quite comparable. The modified
algorithm turned out to be more efficient when
considering images with no more than 256
colors.

Conclusion

As a result of a comparative analysis of
lossy compression algorithms such as JPEG and
JPEG-2000, the main approaches to transfor-
ming graphic information with minimal visual
loss were formed. The features and advantages of
each of the algorithms are clarified.

It is shown that the modified LZW algo-
rithm allows obtaining a qualitative improve-
ment in the compression ratio on image classes
with a limited color palette.

The developed modification of the LZW
algorithm can be applied in the areas of website
design and program design, since the so-called
“flat design” has become popular. In these areas,
images are used with a limited color palette and
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large areas filled with one color. The test has
shown that the developed modification gives
good results for this class of images.
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