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BENEFITS OF USING BAYESIAN ESTIMATION
FOR MACROMODELS OF UKRAINE: THE CASE
OF APPLICATION TO BIVARIATE VAR MODEL

Ukrainian econometricians often face a shortage of observations necessaryfor providing precise an-
swers to complex macroeconomic questions. Recent studies ha\’e shown that the Bayesian Estimation ap-
proach can solve this problem as it ispartially based on nonsample information. In this paper the theo-
retical analysis and practical application of using the Bayesian Estimation is presented. A bivariate
VAR(2) model has been build to estimate quarterly GDP growth and CPIfor Ukraine using Gibbs sampling
and aMinnesotaprior. The empirical results show robust correlation betMeen the estimate and actual quar-
terly GDP and CPIfigures, indicating the ability ofthe Bayesian Estimation to provide a high level ofac-

curacy in macromodels o f Ukraine.

Keywords: Bayesian Estimation, Gibbs sampling, Minnesota prior, random walk, the Inverse Wishart
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Introduction

One of the goals of econometric analysis on
macro level is to provide quantitative answers to
major macroeconomic questions. Some questions
require high-dimensional empirical models. For
instance, the analysis of the effect of external sec-
tor on economic growth might involve processing
information from a large cross section of macroe-
conomic and financial variables. But, sometimes,
sample information alone is not enough to enable
sharp inference about model parameters and impli-
cations. Moreover, in some countries, Ukraine in
particular, the statistical database is extremely
poor due to short history of the country and its sta-
tistical institutions. Other questions do not neces-
sarily require a very densely parameterized empir-
ical model, but they do demand identification re-
strictions that are not obvious and that are highly
questionable in the empirical literature. Thus, doc-
umenting the uncertainty associated with empirical
findings or forecasts is of first-order importance
for scientific reporting [1].

In 1980 Sims first proposed that VARs should
replace large-scale econometric models inherited
from the 60s, because the latter put incredible re-
strictions that were largely inconsistent with the
notion that economic agents take the effect of to-
day's choices on tomorrow's utility into account.
As a result, it became widely used in macroeco-
nomic modeling. However, the problem still re-
mains in the quality of forecasts if the number of
dependent variables is large. Meanwhile, Bayesian
approach has proved to be very useful in small
sample sized models, as it uses prior nonsample in-
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formation that allows the researcher to get more
accurate forecasts not having reliable database.
The Bayesian VAR model can also be seen as an
alternative to the use of factor models or panel vec-
tor autoregression in the analysis of large dynamic
systems. To sum up, this kind of models has be-
come increasingly popular mainly for the follow-
ing reasons. First of all, it allows estimation of
highly complicated models. Secondly, it provides
usable results in small samples, which is particu-
larly important for countries with weak statistical
database like Ukraine. Thirdly, there is a strong ev-
idence of improved forecasting performance. This
paper introduces Gibbs sampling and Minnesota
prior within Bayesian Estimation and applies them
to VAR model.

Literature review

A substantive review of theoretical and applied
Bayesian methods can be found in various studies.
The most prominent works were done by Kim and
Nelson [2], Koop and Korobilis [3] and [4], Litter-
man [5], Zelner [6] and others. For example, in [3]
a complex analysis of Bayesian approach to mac-
roeconomic multivariable time series has been
done as well as considerable investigation of pa-
rameterization problem. In [4] the Bayesian ap-
proach was thoroughly investigated including
Gibbs sampling and the choice of VAR variables
for Great Britain's economy. Meanwhile, Bayesi-
an methods slowly gain popularity among Ukrain-
ian scientists too. For example, in [7] the main as-
pects of Bayesian estimation regarding the mathe-
matical and statistical models of the processes of
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arbitrary nature are described using numerical
Monte Carlo method in the analysis of stochastic
volatility. In [8] the practical application of Bayes-
ian approach for parameters estimation of vector
autoregressive model with different priors have
been done and comparative analysis of nineteen
received models was studied. However, still,
there is a lack of academic work on the use of
Bayesian Estimation in vector autoregressive
macromodels for Ukraine.

Purpose of the research
The main purpose of the research is to provide
fundamental theoretical analysis and practical ap-
plication of the Bayesian Estimation for Ukraine's
macromodels by building and analyzing the bivari-
ate VAR (2) model using Gibbs sampling and a
Minnesota prior.

Results

In general, the logic behind the Bayesian Esti-
mation can be broken down in to several steps.
First, gathering prior information about the ana-
lyzed parameter. It is usually based on the history
of its functioning and the professional theoretical
judgment of nature of the analyzed process. All
mentioned above information must be collected at
this stage in order to derive prior distribution func-
tion which is basically a probability function (dis-
crete case) or density distribution function (contin-
uous case) of analyzed parameter. Second, obtain-
ing the raw statistical data required for likelihood
function. All the observations that are given for the
analyzed parameter must be gathered. Third, like-
lihood function definition. This is the information
from the statistical data. In other words, likelihood
function is the conditional function that returns
statistical data on the condition of the analyzed pa-
rameter. Finally, derivation of posterior distribu-
tion. This is the distribution that can be obtained
by applying Bayesian Theorem. Basically, this the-
orem combines the prior distribution and the like-
lihood function to evaluate the posterior distribu-
tion. Stated succinctly, posterior distribution is the
update prior distribution function on the basis of
the information in the data.

So, the whole process looks pretty simple, a pri-
or distribution is updated by sample information
contained in the likelihood function to form a poste-
rior distribution. Thus, as the prior is based on non
sample information, it provides the ideal framework
for combining different sources of information and,
by this means, sharpening inference in econometric
analysis. Meanwhile, the process of applying Bayes-
ian approach poses a number of cmcial questions

HAYKOBI 3AMNCKW. T. 159. EKOHOMiYHi HayKu

for the researcher. First, how to determine the "right
prior distribution” of the analyzed parameter. Here,
different a number of strong theories and methods
can be applied. Second, how to overcome mathe-
matical difficulties of obtaining posterior distribu-
tions in case of complex processes. The thing is that
obtaining posterior distribution requires integration.
But evaluating the integral is difficult or even im-
possible in some cases. This used to be the main ob-
stacle in Bayesian analysis, but now numerical
methods can be used to calculate the joint and mar-
ginal posterior distributions. One of the solutions to
the latter problem is Gibbs sampling - a numerical
method that uses conditional distributions to ap-
proximate the marginal distribution. In case of VAR
modeling the Gibbs sampling algorithm can be de-
scribed in the following steps. First, the priors for
the VAR coefficients and the covariance matrix
must be set. The prior for the VAR coefficients is
normal and the prior for the covariance matrix of the
residuals is inverse Wishart distribution (which is
multivariate version of the inverse Gamma). Sec-
ond, VAR coefficients must be sampled from their
conditional posterior distribution. Finally, covari-
ance matrix of the residuals is derived from its con-
ditional distribution. But, theoretically more appeal-
ing is, in addition to Gibbs sampling, use soft re-
strictions that can be easily incorporated through
probability distributions for those coefficients that
are "centered” at the desired restrictions but that
have a small, yet nonzero, variance. An important
and empirically successful example of such a prior
is the Minnesota prior [1]. The Minnesota prior as-
sumes that the mean of the prior distribution is a
random walk. In case of Minnesota prior the prior is
not imposed exactly but a covariance matrix for
each equation is specified in terms of certain hyper
parameters.

So, the methodological framework of this paper
covers Gibbs sampling and Minnesota prior applied
to bivariate VAR(2) model of GDP growth rate and
inflation. The model relies on a data set of quarterly
observations from 1996Q1 to 2013Q2 for GDP
growth and CPI of Ukraine.

As was mentioned above, Minnesota prior incor-
porates the belief that both variables follow a ran-
dom walk. While annual CPI inflation may be non-
stationary, annual GDP growth is likely to be less
persistent. Hence, one may want to consider intro-
ducing the belief that this variable follows an AR (1)
process in actual applications [9]. The inverse
Wishart prior was used for the covariance matrix.
The constructed model produces the predictive den-
sity and make the forecast of the GDP growth and
inflation for the ten following periods.
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Fig. 1 Forecast for animal GDP growth and inflation using bivariate VAR(2) with Minnesota prior

Table 1 Forecast for quarterly GDP growth using
bivariate VAR(2) with Minnesota prior

Year\

Percentile 10 20 30 70 8 9
2013-Q2 012 -0.53 -0.29 -0.14 0.40 057 081
2013-Q3 0.12 -0.57 -0.33 -0.16 042 0.60 0.82
2013-Q4 0.13 -0.58 -0.33 -0.15 042 059 0.83
2014-Q1 012 -0.58 -0.34 -0.16 040 0.58 0.82
2014-Q2 0.13 -0.57 -0.34 -0.17 041 059 0.85
2014-Q3 011 -0.58 -0.34 -0.17 041 0.58 0.85
2014-Q4 012 -061 -0.36 -0.17 042 061 0.86
2015-Q1 0.12 -0.63 -0.36 -0.16 041 0.58 0.83
2015-Q2 0.13 -0.60 -0.36 -0.17 043 061 0.87
2015-Q3 0.13 -061 -0.36 -0.16 044 0.62 0.88
2015-Q4 012 -061 -0.36 -0.17 042 0.60 0.87

The quintiles of the predictive density are shown
in fig. 1

Table 1 shows the forecasts for the GDP growth
from 2013Q3 to 2015Q4.

Table 2 shows the forecasts for the CPI from
2013Q3 to 2015Q4.

On this stage of the research the model was built
mainly for the illustrative purposes to understand
and show the main aspects and practical peculiari-
ties of applying Bayesian Estimation to VAR mac-
romodels and, therefore, includes only two varia-
bles. Nevertheless, the median forecast for both var-
iables is very close to the consensus forecast for the
years 2015-2016 of the Ministry of Economic De-
velopment and Trade of Ukraine. Moreover, fore-
casts for the estimated parameters are almost the
same as the actual figures of CPI and GDP for the
third and fourth quarter of 2013 reported by State
Statistics Service of Ukraine.

Table 2. Forecast for quarterly CPI using bivariate
VAR(2) with Minnesota prior

Year\

Percentile 100 20 30 70 80 90
2013-Q2 100 078 086 091 109 114 122
2013-Q3 100 074 082 090 111 117 126
2013-Q4 100 0.70 0.80 0.88 112 119 130
2014-Q1 100 065 078 086 113 122 134
2014-Q2 100 062 0.75 085 114 123 137
2014-Q3 100 058 0.73 083 116 125 141
2014-Q4 099 056 071 082 116 127 142
2015-Q1 099 051 069 081 118 129 146
2015-Q2 099 050 068 080 1.18 130 148
2015-Q3 099 048 066 079 119 132 153
2015-Q4 099 044 064 077 120 134 155

Conclusion

Projecting distributions of future observations on
macro level is of extreme importance for macro econ-
ometricians and policy makers. These distributions
need to include different risks regarding structural
shocks as well as uncertainty associated with estimat-
ed variables. Since shocks and variables are treated
symmetrically in Bayesian framework, namely as
random variables, accounting for these two sources
of uncertainty simultaneously is conceptually
straightforward. To the extent that fundamental anal-
ysis requires the researcher to consider multiple theo-
retical and empirical frameworks, Bayesian Estima-
tion allows the investigator to assign probabilities to
different model specifications and update these prob-
abilities from data view [1]. Moreover, Bayesian ap-
proach allows estimation of parameters with small
sample size. This is highly important for such coun-
tries as Ukraine that has only 23 years of market
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independent economy. So, with the proposed above
characteristics this method becomes one of the key
empirical tools in modem macroeconometrics.

Constructed in this paper VAR model is only a
first attempt to apply Bayesian Estimation to econo-
metric models of Ukraine's economy. Nevertheless,
the empirical results show strong correlation be-
tween the estimate and actual quarterly GDP and
CPI figures. To sum up, it can be concluded that the
study and application of Bayesian approach in rela-
tion to Ukraine's econometric macromodels has a
strong potential as it provides a high level of accura-
cy in forecasts for the Ukrainian economy.
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Recommendations for future research

In general, obtained results lay the basis for
further research of the effects of usage of Bayes-
ian Estimation method to complex econometric
macromodels of Ukraine. Further studies may
relate either to expanding the described model
by adding other parameters like interest rates of
different types to investigate the GDP growth
rate more precisely or experiments with model
itself by adding new prior information and meth-
ods related to Bayesian Estimation in addition to
Minnesota prior to improve the accuracy of the
forecast.
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MEPEBAIN 3ACTOCYBAHHA BAMECIBCbKOIO OLIHKOBAHHA
[0 MAKPOMOJENEN YKPATHU: BUMALOK AIBOMIPHOT BEKTOPHOT
ABTOPEIPECINHOT MOJENI

YKpaiHCbKi EKOHOMETPUCTU YaCTO CTUKAOTHCA 3 NPO6IEMOI0 HECTadi faTa Ans NPoBefeHHA KOM-
NIEKCHOTO MaKpOEKOHOMeTPUYHOrO aHanisy. OCTaHHi JOCNiAXKeHHs NoKasanu, Wo 6HaiieciBCbke OLiHIOBaH-
HA MO>Ke BUpIWNTY Lo npobneMy, 60 BOHO YaCTKOBO He 3aneXKWTb Bif BUOIPKM cnoCTepe>KeHb. Y Uiii
po60Ti 3p06aeHO TeopeTUYHUIA aHani3 6aeciBCbKOro OLiHIOBaHHS Ta 3acTOCOBAHO MOr0 Ha MpakTwuLi.
MobyfoBaHO 4BOMIpHY BEKTOPHY aBTOperpeciiiHy Mofenb Ha LoKBapTanbHUX gaHux npupocTy BBI i
ICLL gna Ykpaiuu 3 BukopucTaHHAM BUbipku Fi66ca i MiHHecoTaprior. EMNipuyHi pesynbTaTy nokasanm
CTINKy 3aneXKHICTb Mi>K (hakTWUYHIWIT Ta ouiHeHMMMU MOKasHMKamu LWoksapTansHux BBM i ICL, wo
BKa3ye Ha 34aTHICTb 6GalieciBCbKOro OLiHIOBaHHA 3abe3nevyBaTy BUCOKUIA piBeHb TOYHOCTI B MAaKpOEKO-
HOMIYHUX MOZEeNAX YKpaiHu.

KnwouoBi cnoBa: GaieciBcbke OLiHIOBaHHS, BMbipka M66ca, MiHHecoTa prior, BUnagKkoBe 61yKaHHS,
3BOPOTHUIA po3nogin YiwapTa, ABOMipHa BEKTOPHA aBTOpPerpeciliiHva Mogesb.

MaTepian Hagiiwos 25.02.2014
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