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JTOBIPYMI IHTEPBAJI JIJISI CKJIAJJAHHS EKOHOMIUYHHUX
ITPOT'HO3IB

Anomauia. B cmammi onucaro poiv 008ipu020 IHMEPEANy ¥y NpOSHO3VE8AHHI eKOHOMIUHUX
oanux. Bpaxosyrouu me, wjo 0OHUM i3 KIIOYOBUX YUHHUKIE NPUUHAMMS eKOHOMIYHO 0OIPYHMOBAHUX
ma payioHanrbHUX YAPAGIiHCLKUX PpIilleHb € MOYHUL NPOSHO3, MO 3POOIEHO BUCHOBOK, WO
NPOCHO3YB8AHHS 3 [THMEPBAIOM 008IpU 0A€ YIHHY IHHOPMAYI0 NPO HEBUHAYEHICIb MOUYKOBO20
npocrHo3y ma ¢opmye HaoditHy 6a3y 011 CKIA0aHHsa Oinbul mouHux npocuo3is. Kopucuicme
iHmepeanbHoi OYIHKU Ol CKAAOAHHS NPOSHO3i6 6KaszaHa 6 cmammi. B cmammi po3’sacueno sk
GopmysanHs NPOSHO3iI8 HA OCHOBI 008IPUO20 [HMEPBANLy BNIUBAE HA OOCNIONCEHHS PUHKY,
VNPABNIHHA PUBUKAMU MA NIAHY8AHHA 0Ol00xcem)y opeanizayii. 3a3Haueno, wo IHMeEPBAIbHULL
NPOCHO3 € OOHUM 3 MemoOdi8, AKUL 00380AE YCYHYMU NPOoOIeMy MOYK08020 OYIHIO8AHHS, OCKLIbKU
Micmumb 08a 3HAYEHMS — 6EPXHIO MaA HUMNCHIO npo2Ho3Hi medwci. OcHosHi emanu, AKi
BUKOPUCMOBYIOMbCAL 07151 NOOYO08U NPOSHO3Y 3 IHMep8aiom 008ipu onucaui 8 cmammi. [Josedeno,
Wo iHmMep8anbHUll NPOSHO3 CMAHOBUMb YIHHY IHPOPMAYIUHY OCHOBY OJisl KePIBHUKI8 NIONPUEMCMEA.
Ipaxmuune 3acmocysanus 008ip1uo2o iHmepeany 01 CKIA0AHHL eKOHOMIYHUX NPOSHO3I8 NOKA3AHO
6 cmammi.

Knrouoei cnosa: inmepsan 008ipu, inmepeanvHull NPOSHO3, MOYKOBULL NPOSHO3, eKOHOMIUHe
NPOCHO3YBAHHA, NOMUIKA NPOCHO3Y, MOYHICIb NPOCHO3).
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JIOBEPUTEJBHBIA HHTEPBAJI J1JISI COCTABJIEHUSI
IKOHOMMNYECKHUX TPOI'HO30B

Aunomauuﬂ. B cmamve onucano PpPOJlb 008€pum€ﬂbH020 unmepeala 6 npocHO3IUpOBaHUU
OKOHOMUYECKUX  OAHHBIX. Yuumwisas, umo OOHUM U3  KIIOYEBbiX qbalcmopoe NPpUHAMUAL
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IKOHOMUYECKU OOOCHOBAHHBIX U PAYUOHATLHBIX VNPAGIEHYECKUX PeuleHUll A6IAemcs MOYHbIU
NpOcHO3, MO COelaH 6bl800, YMO NPOSHOUPOBAHUE C UHMEPBAIOM 008epus 0aem YEeHHYI0
ungopmayuo 0 HeonpeoereHHOCMU MOYeYHO20 NPOSHO3A U DopmMupyem HAOexdCcHylo 0asy 0
cocmasnenusi 6onee MmouHbIX NPocHo308. llone3nocmv UHMEPBANLHOU OYEHKU Ol COCMABIeHUs
NpPOcHO308 YKA3aHa 6 cmamve. B cmamve pazvicheno Kaxk gopmuposanue npocHo306 Ha OCHOGe
008epUMENbHO20 UHMEPBANA GIUAEeMm HA UCCIe008AHUSL DPbIHKA, YNPAGIEHUs PUCKaAMU U
NIAHUPOBAHUS DI00JHCEMa Op2aHU3aAYUU. YKA3aHO, YMO UHMEPBATbHbIL NPOSHO3 AGNAEMCS OOHUM
U3 Memooos, KOmopulil NO360JAem YCMpaAHums NpoOIeMy MOUYEeUHO20 OYEHUBAHUS, NOCKOIbKY
codepocum 064 3HAYEHUs — 6EPXHIOI U HUICHIOW NpocHO3Hble 2panuybl. OcHOGHble dmanbl,
KOmopble UCNONb3YIOMCS 01 NOCMPOEHUs NPOSHO3A C UHMEPBAIOM 008epUsl, ONUCAHbL 8 CIMAmbe.
Hokazano, umo uHmepeanvbHbili NPOSHO3 COCMABIACI YEHHYIO UHDOPMAYUOHHYIO OCHOBY 04
pyKkogooumeneil npeonpuamus. lIpakmuueckoe npumeneHue 008epUMENbHO20 UHMeEPBEaANd OJis
CcOCMasneHusi IKOHOMUUEeCKUX NPOSHO308 NOKA3AHO 8 CIambe.

Knrouesvie cnoea: unmepsan 006epus, UHMEPBANbHBIN NPOSHO3, MOYEUHbIL HPOSHO3,
IKOHOMUYECKOE NPOSHOZUPOBAHUE, OUUOKA NPOSHO3d, MOYHOCMb NPOSHO3A.
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CONFIDENCE INTERVAL FOR ECONOMIC FORECASTING

Abstract. This article examines the role of confidence interval for making economic
forecasts. Taking into account that the most basic keys to good decision-making is accurate
forecasting of the future it can be said that the confidence interval conveys valuable information
regarding the uncertainty of point estimate and forms reliable base for making good forecast.
Utility of interval estimation to users of business forecasts is emphasized in the article. The paper
shows how the confidence interval affects business such as market research, risk management,
budget planning. Range forecast as a way to counteract the problem of point estimation is
explained in this article. These ranges consist of two points, representing the reasonable “best
case” and ‘“worst case” scenarios. Because no estimate can be 100 percent reliable, businesses
must be able to know how confident they should be in their estimates and whether or not to act on
them. The main steps used to construct the forecast with confidence interval are described in this
article. It was proved that probability, measured in a confidence interval, is another piece of data
that can help the end user make an informed decision. Also, the practical application of the
confidence interval for making business forecast is shown in the article.

Keywords: confidence interval; range forecast; point estimation; business; forecast error;
forecast accuracy.

Introduction. One of the most basic keys to rational decision-making is accurate forecasting
of the future. In order to bring about the best outcomes, a company must correctly anticipate the
most likely future states of the economic data. Yet despite its importance, companies routinely
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make basic forecasting mistakes by applying procedures that make accurate predictions harder to
achieve. The future, to state the obvious, is uncertain. We may want to know precisely what the
future will hold, but we realize that the best we can settle for is having some idea of the range of
possible outcomes and how likely these outcomes are. Yet most companies seem to ignore this fact
and ask employees to provide point predictions of what will happen — the exact price of a stock, the
precise level of growth of a country’s GDP next year, or the estimated return, to the dollar, on an
investment.

Recent research and publications analysis. The main task in business is to predict the
movement direction of business activity so as to provide valuable decision information for top
managers and investors. One way to counteract this problem of point estimation is to ask for range
forecasts, or confidence intervals. Thus, many scientists, researches [2], [3], [5] and business
practitioners have developed various types of forecasting methods. Of the various techniques, the
forecasting with confidence interval has been found to be an effective method for the economic data
prediction by business forecasters [5]. However, a problem of explaining such forecasting approach
that could provide both accuracy and informativeness is not being completely covered, which
determines the need for its deeper study.

The goal of this article is to explain the importance of confidence interval for economic
forecasting.

Key research findings. Business, like many other fields, can benefit from the use of
statistics in estimating or predicting future events. An important tool for business statistics is a
confidence interval, which helps a business evaluate the reliability of a particular estimate. Because
no estimate can be 100 percent reliable, businesses must be able to know how confident they should
be in their estimates and whether or not to act on them [10].

One effect of confidence intervals in businesses is in determining the reliability of market
research. Marketing is an important function for most firms, particularly when estimating their level
of future sales. A company will want to have an idea of how many products it will sell in a given
financial period, but cannot know the true number with certainty until after the end of the period.
By collecting data from customers, past sales numbers and other sources, a company can
statistically estimate the value of future sales. By using a confidence interval, the company can
determine the range its sales are likely to fall.

Because it is impossible to predict a future event with 100 percent accuracy, confidence
intervals are used by businesses to manage risk. For example, if a company is 95 percent confident
that sales in the next period will be between 5 million and 6 million units, there is still a 5 percent
chance that they will be above or below that number. By understanding how likely a given risk is to
occur, the business can manage the risks of a non-occurrence accordingly.

When a business forecasts a budget for a fiscal period, it will need to estimate both revenues
and costs. If a company is significantly off the mark on either estimation, it could get in financial
trouble. By using a range of possible values for revenues and costs and finding the confidence
interval of those values, a business can have the information it needs to make important financial
decisions while still being able to reasonably prepare for the possibility that its estimates may be
incorrect.

In statistics, a confidence interval gives the percentage probability that an estimated range of
possible values in fact includes the actual value being estimated. These ranges consist of two points,
representing the reasonable “best case” and “worst case” scenarios. Range forecasts are more useful
than point predictions [2].

Let’s take a look at forecasting with application the confidence interval. Confidence interval
is a particular kind of interval estimate of an economic parameter and is used to indicate the
reliability of an estimate. The confidence interval with a particular confidence level is intended to
give the assurance that, if the forecasting model is correct, then taken over all the data that might
have been obtained, the procedure for constructing the interval would deliver a confidence interval
that included the true value of the parameter with specified confidence level. More specifically, the
meaning of the term “confidence level” is that, if confidence intervals are constructed across many
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separate data analyses of repeated experiments, the proportion of such intervals that contain the true
forecast value of the parameter will approximately match the confidence level; this is guaranteed by
the reasoning underlying the construction of confidence intervals [5].

So, a confidence interval shows the range within which the true forecast value of socio-
economic parameter is likely to lie. The confidence interval is a range of values for a variable of
interest constructed so that this range has a specified probability of including the true forecast value
of the variable. The specified probability is called the confidence level, and the end points of the
confidence interval are called the confidence limits (bounds) [5].

One of the advantages of confidence intervals over traditional forecasting methods is the
additional information that they convey. The upper and lower bounds of the interval give us
information on how big or small the true forecast value might plausibly be, and the width of the
confidence interval also conveys some useful information [8].

The following steps are used to construct the forecast with confidence interval:

1-st step. Point forecast calculation is a process of defining the quantitative forecast value.
To find the point forecast we can use the simple regression model in the case of one independent
variable and one dependent variable or multiple regression in the case of several independent
variables and single dependent variable.

2-d step. Confidence level selection is a process of determining the probability that the
confidence interval will contain the true forecast value. A confidence level is statistical measure of
the number of times out of 100% that test results can be expected to be within a specified range.
The confidence level ranges from 0% to 100%. The higher confidence level, the forecast is
accurate. If confidence level is 95%, we are 95% sure that the forecast is accurate with the
probability of 95%.

3-d step. Making interval forecast is a process of defining the upper and lower bounds of the
confidence interval.

The upper bound of the confidence interval is calculated by adding the point forecast and the
permissible forecast error by the formula (1):

UB = PF + PFE_ M

where UB — s the upper bound of the confidence interval;

PF — isthe point forecast made with application the regression model;

PFE — is the permissible forecast error.
The lower bound of the confidence interval is defined by subtracting the permissible forecast
error from the point forecast by the formula (2):

LB = PF — PFE_ )

where LB — is the lower bound of the confidence interval.
Permissible error is the amount of error that we can tolerate in the forecast. It is calculated
by multiplying the critical t-score by the standard forecast error (3):

-SFE

PFE =C , 3)

t—score

where PFE —is the permissible forecast error;

Coseore — is the critical t-score;

Critical t-score allows to calculate various statistics within a specific sample and to test
various hypotheses about samples. It can be defined using Data Analysis or specific statistical
tables.

SFE — s the standard forecast error.
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Standard forecast error is a standard deviation of the interval estimate of a dependent
variable for a given value of an independent variable.

The standard forecast error (SFM)is defined by the formula (4):

SFM =s, - 1+%+ﬂ
Z(xi_x) 1 (4)

S, . . . . .
where - is the standard regression error is a measure of error in the regression model;

Yi _is the quantitative values of independent variable x;

AN

X - is the forecast of independent variable (x);

X - is the average value of independent variable x;

n — is the number of observations (periods).

Let’s take a look at application the confidence interval for making retail sales forecast. A
company must develop interval forecast for the next month. It has collected data on retail sales and
advertising costs for 10 months (table 1).

Table 1
Statistics on retail sales and advertising costs

Months Retail sales, Advertising costs,

thousand dollars thousand dollars
Mart 125 12,5
April 126 12,7
May 128 12,8
June 130 13,0
July 131 13,2
August 133 13,5
September 139 13,7
October 142 13,8
November 145 14,0
December 150 14,4

To find the retail sales forecast (point forecast) with regression model for January we can
use the simple regression model (5):

where Y — is the forecast of retail sales, thousand dollars;
K _ is the forecast of advertising costs for the next period t, thousand dollars;
by, b

— are the regression coefficients.

To calculate the coefficients P 2 s imperative to use computer software (Data Analysis)
to the prediction equation. Corresponding to the regression equation, software finds a forecast
equation by estimating the model parameters using sample data.

The regression output has three components: Regression statistics table, ANOVA table,
Regression coefficients table. Figure 1 contains the information that can be used for the simple
regression model building. Quantitative values of the coefficients are given on Regression
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coefficients table: bo is opposite “Intercept” (bo= — 46,6); b1 is opposite “X Variable 17 (b1=

13,585).
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2 ANQVA
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4 Regression 1 039,3312933 639,3313 200,036  6,07379E-07
25 Residual 8 25,5687067 3,196083
26 Total 9 664,9
ij
3 Coefficients Stondard Error tStat  P-volue  Lower95%  Upper95%  Lower95,0%  Upper95,0%
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Fig. 1. Forecast output
The simple regression model that estimates the retail sales for the next month (Y) looks like:
Y =-46,602 +13,585 - X, )

The simple regression model (6) is a basis to make the retail sales forecast, but quantitative
value of the forecast using Data Analysis we can not find.

To check the simple regression model on the goodness of fit we can use the information on
Regression statistics table (Figure 1). Correlation coefficient (r=0,98) means approximately 98%
(0,98*100%) of the variation in the dependent variable (retail sales) can be explained by the simple
regression model (6).

Coefficient of determination (R?=0,961) means approximately 96,1% (0,961*100%) of the
variation in the dependent variable (retail sales) can be explained by the independent variable (the
advertising costs).

Adjusted coefficient of determination (adjusted R?=0,956) means approximately 95,6%
(0,956*100%) of the variation in the dependent variable (retail sales) caused by the independent
variable (the advertising costs).

To validate the simple regression model on the statistical significance we can use the
information on ANOVA table (Figure 1). In this case, the value of “Significance F” is lower than
0,05, the simple regression model (6) is acceptable and statistically significant to make the retail
sales forecast (6,073*10° <0,05).

To estimate each coefficient on the statistical significance we can use Regression
coefficients table (Figure 1). In this case, “P-value” for coefficient b is 0,006 (lower than 0,05), “P-
value” for coefficient by is 6,07*107 <0,05 (lower than 0,05); the simple regression model (6) is
statistically significant and reliable to make the retail sales forecast.
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To find the point retail sales forecast for January we need to calculate the quantitative
forecast of advertising costs for January.

Trend equation that estimates the advertising costs is given below (7):

xt=a+b-t @)

where Xt~ is the forecast of advertising costs;
a and b — are the linear coefficients;

t — is the time unit.

Trend equation is shown on Figure 2.
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E :
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10 November 145 14 1 2 3 4 5 & 7 8 9 10
11 December 150 144

Fig. 2. Trend equation

Forecast of advertising costs for January based on trend equation equals:

X1t 212,24+0,20311=14,473 thousand dollars.

Point retail sales forecast for January with application the simple regression model equals:
Y =—46,602 +13,585 -14,473 =150,014 4, .sand dollars.

To calculate the retail sales forecast for January with confidence interval we need to find the
standard forecast error by the formula (4):

_ 2
SFE=178- \/1+ 1, (1447-1336)

10 3,46

~ 2158
The permissible error by the formula (3) equals:
PFE =2,306 - 2,158 ~ 4,98

The upper bound of the confidence interval (the retail sales forecast plus permissible error)
by the formula (1):

UB =150,014 +4,98 = 154,99 4,1 :sand dollars.
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The lower bound of the confidence interval (the retail sales forecast minus permissible error)
by the formula (2):

LB =150,014 — 4,98 =145,03 4,1 ,sand dollars.

Conclusion is that the retail sales forecast for January ranges from 145,03 to 154,99
thousand dollars with probability of 95%.

Conclusions. Based on the mentioned above it can be said that the confidence interval can
help the end user make an informed decision valuable information regarding the uncertainty of
point estimate and forms reliable base for making accurate forecast. It was proved that the range
forecast is a good tool to counteract the problem of point estimation. Thus, the range forecasts are
more useful than point predictions in providing the valuable decision information for managers and
business practitioners.

REFERENCES

1. Elliott G., Granger C.W.J. and Timmermann A. Handbook of economic forecasting /
G. Elliott, C.W.J. Granger and A. Timmermann. — North Holland. — 2006. — 1012 p.

2. Smithson M. Confidence intervals / M. Smithson. — SAGE Publications. — 2003. — 93 p.

3. Cumming G. Understanding the new statistics: effect sizes, confidence intervals, and
meta-analysis / G. Cumming. — Routledge. — 2012. — 519 p.

4. Siegmund D. Sequential analysis: tests and confidence intervals / D. Siegmund. —
Springer Science & Business Media. — 2002. — 272 p.

5. Smithson M. Statistics with Confidence / M. Smithson. — SAGE Publications. — 2000. —
446 p.

6. Wang G. C. S., Jain C. L. Regression analysis: modeling & forecasting / G. C. S. Wang,
C. L. Jain. — Institute of Business Forex. — 2003. — 293 p.

7. Schleifer A., Bell D. E. Data analysis, regression, and forecasting / A. Schleifer,
D. E. Bell. — Course technology. — 2005. — 248 p.

8. Jain C. L., Malehorn J. Practical guide to business forecasting C. L. / Jain, J. Malehorn. —
Institute of Business Forex. — 2005. — 502 p.

9. Pindyck R. S. Econometric models and economic forecasts / R. S. Pindyck. — McGraw-
Hill. —2001. — 596 p.

10. Shim J. K. Strategic business forecasting: the complete guide to forecasting real world
company performance / J. K. Shim. — CRC Press. — 2000. — 312 p.

Peyensia: a.e.n., upodp. Kupua H. b.

Reviewed: Drx., Prof. Kyrych N. B.

Received: October, 2014
1st Revision: October, 2014

Accepted: November, 2014

169>



