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ENHANCEMENT OF THE ADAPTIVE
ROUTING TENSOR MODEL IN THE
INFOCOMMUNICATION NETWORK WITH
PROVIDING QUALITY OF EXPERIENCE
BY THE R-FACTOR

O6’exmom docnivcenms € npouecu Mapupymusauii ma 3abesnevenis AKOCmi CNPUiHSIMmsL nNoCiye, wo Ha-
daromocs Kinyeeum Kopucmysauam, 6 ingoxomynivayitnin mepeixci. /s nposedenns dociioxcenns 6 pobomi
3aNnPoONOHOBAHO BOOCKOHALCHHSA MEH3OPHOT MO0 A0ANMUEHOT MAPUPYMUSAUTL 8 THPOKOMYHIKAUINIL Mepexci i3
3abe3neueHnaM CRPUUMaemol akocmi 06cayzosysanns 3a R-gpaxmopom. 3a ocnosy 6yio 635mo nomoxosy mooev
Mapupymusayii, AKa 6paxo8ysaid UMOBIPHI 6Mpamu NaKemis, BUKIUKAHL NepesanmadlceHnsM eleMenmie Mepedic,
ma 6yna npedcmasnena ymoeamu peaisayii 6azamouLisixoeoi cmpamezii mapupymusayii, 30epexcenis nomoxy
ma 3anodizanis NePesanmanicenis Kanaie 36’ a3xy. /Ins Ompumanis 6 anaiimuunomy euzisdi ymoe sabdesneuen-
Hs AKOCMI CNPUUHAMMS 34 NOKASHUKOM R-paxmopy 30iicneno men3opnuil onuc ingoKoMyHikauitinoi mepexci.
Ie 00360110 OMpUMaMU AHAITMUYHL BUPASU 0L PO3PAXYHKY CePeOHbOi MINCKIHUECB0T 3AMPUMKY A UMOGIPHOCTI
empam naxemie, siki 6yau suxopucmani oas gopmysanis QoE-ymoe sa noxasnuxom R-paxmopy.

B pamxax sanpononosanoi mooeni piwienns mexnonozivnoi sadayi adanmuenoi mapupymusayii 0yio 36edeno 0o
PO36 SA3aHH ONMUMISAUITIHOT 3a0aui HeNTHIIH020 NPOZPAMYBAHHS 3 POIPAXYHKY MAPWPYMHUX 3MIHHUX. Beedenuil
Kpumepitl onmuMaioHOCMi 003604U8 3a0e3neuumu adanmueHULl Xapakmep Mapupymuux piulern, Koau nidsuiyenist
QoE-sumoz npuseoduno 0o 3pocmanis 00°€Mie BUKOPUCTIAN020 MepercHozo pecypcy. [Tis poses’ssanns nocmas-
JIeHoi 3a0aui 6UKOPUCTOBYBATUCH MEMOOU MAMEMAMUUHO20 NPOZPAMYEANHS, SKI peanizoeani ¢ naxemi MatLab.

IIposedene docnidncenns na ppaemenmi iHpoOKOMYHIKAUITHOT Mepenci 00360UL0 OUIHUMU AJeKEAHICMYb
i eghexmuenicmo 3anpononoeanozo nioxody. 3a oNOMO20H OMPUMAHUX Pe3YIbMamie dociOHceHb 80aAN0CA 3a-
besneuumu euxonanus sadanux QoE-eumoz 3a noxasnuxom R-gpaxmopy do nocaye, wo nadaromvcs Kinyesum
Kopucmysauam. ITpu 4pomy, GUKOPUCTAHHSA 3ANPONOHOBAROT MOOET XaPAKMEPUSYEMbCsL OLILULOTI0 eheKmUBHICNI0
w000 OANAHCYBAHHS HABAHMANCEHHSL 34 MHONICUHON MAPWPYMIE 8 iHpoxomyHiKayiunit mepeci. ITpo ye ceiduuno
me, w0 npu 3adanomy 3navenni R-gpaxmopy, 3 pocmom inmencuernocmi mpapixy, wo Haoxodumv 0o H@oxomy-
HiKayitnoi mepeaci, 301UCHI0BAN0CHL NOCMYnoge 30invuenns Kiivkocmi 3adisnux mapupymis. Too6mo mepencnuil
pecypc po3nodinaecs nocmynoso ma epexmueniue na 7—10 % 6ionocno eidomux ananozis, siki nio wac eupiulenst
yi€ei o 3adaui 00pasy UKOPUCTOBYIOMYb 6Ci OCTNYNHI MAPULPYMIL.
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1. Introduction

Today, Quality of Service (QoS) in infocommunication
networks (ICN) is a key goal in solving problems associated
with their design and operation. This is confirmed by the
current trend towards convergence of networks of various
types, the rapid growth of diverse traffic in networks, with
the advent of multimedia applications and services that work
in real time, etc. At the same time, control of the Quality
of Experience (QoE) at the user level comes first, which
is especially important when providing multimedia services.

Considering and analyzing traffic management as the
main tool to achieve a given QoS, it should be noted that
the highest efficiency of ICN operation is achieved when
implementing adaptive routing. This fact is due to the use
of resources (nodes, links and paths) of the network in ac-
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cordance with QoS requirements, as well as the amount of
available link and buffer resources. Focusing precisely on
such an approach, the following urgent scientific and techni-
cal problem arises: to develop an adaptive routing model in
the infocommunication network with ensuring QoE level.

The solution to the formulated problem involves en-
suring end-to-end quality of service, which will combine
the network performance (NP), the quality of service and
the quality of experience to the end user.

2. The ohject of research
and its technological audit

The object of research is the routing and quality of
experience (QoE) processes in the infocommunication net-
work. Moreover, the provision of QoE in the future is
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understood as the provision of set values of such an impor-
tant indicator as the R-factor, which is used in assessing
the quality of the provision of VoIP services.

Today, providing a given level of QoE in the info-
communication network is a rather complicated theoreti-
cal and technological task. This is due to the fact that
in accordance with the methodology for assessing the
R-factor [1-3], its value is influenced by many factors,
ranging from the parameters of the physical link to the
characteristics of the end terminal, for example, a mobile
phone or smartphone.

To solve the problem of ensuring the QoE level, espe-
cially in conditions of a limited network resource, one of
the effective approaches is the optimization of adaptive
routing processes.

3. The aim and ohjectives of research

The aim of the proposed research is to provide a given
level of QoE in terms of R-factor using adaptive rout-
ing with control of the average end-to-end delay and the
probability of packet loss in the network.

To achieve this aim it is necessary to solve the fol-
lowing objectives:

1. To choose the appropriate flow-based model of adap-
tive routing, taking into account the probable packet loss,
which is important in conditions of network congestion.

2. To obtain in analytical form the conditions for pro-
viding QoE by the R-factor indicator based on the imple-
mentation of adaptive routing with control of end-to-end
delay and the probability of packet loss.

3. To formulate in an optimization form and solve the
problem of adaptive routing in ICN with justification of
the form and type of the optimality criterion and the set
of constraint-conditions.

4. To conduct an experimental study of the proposed
flow-based model to assess its adequacy and effectiveness.

4. Research of existing solutions
to the prohlem

Analyzing existing studies in the field of ensuring and
assessing the level of QoE, several approaches based on
subjective and objective methods should be noted [4, 5].

So, the use of subjective methods, which are described
in [6, 7], allows to evaluate the QoE level mainly only at the
moment when the audio and video information is subjected
to distortions that occur during digitization, compression,
transmission, decoding, etc. For example, for a video stream,
these methods are based on subjective metrics such as
Single-Stimulus Continuous Quality Evaluation (SSCQE),
Double Stimulus Impairment Scale (DSIS) and Double
Stimulus Continuous Quality Scale (DSCQS) [8, 9]. And
for the subjective assessment of the audio stream, Percep-
tual Speech Quality Measurement (PSQM) mechanisms
are usually used [10, 11]. The disadvantage of these me-
thods is, firstly, the complexity of the quality assessment
process itself, because they are based on statistical al-
gorithms, and, secondly, this process is characterized by
high time costs.

Subjective methods also include the well-known Mean
Opinion Score (MOS) method described in [12]. However,
this method does not allow real-time monitoring of QoE
level and timely response to quality degradation.

A common drawback of subjective methods is that they:

— require the consumption of additional network re-

sources, which are already limited;

— do not allow quantifying the network performance

factors that affect the QoE level, namely the average

delay and packet loss;

— require specific network equipment settings to eva-

luate QoE.

Unlike subjective methods, objective methods are more
informative and allow to assess the level of QoE based
on the analysis of the structural and functional charac-
teristics of the network. So, the highest results among
existing studies were achieved using the objective method,
which is based on the E-model presented in [13, 14]. The
result of calculating the QoE level using the E-model is
an indicator — the R-factor, which allows to assess the
level of the quality of experience provided to users on
the network. This QoE indicator combines not only indi-
vidual characteristics of signals, but also network indicators
of transmission quality: average delay and probability of
packet loss. However, despite all these advantages, the main
drawback of this method is the lack of a direct relation-
ship between the R-factor and network performance [15].
Therefore, a promising scientific problem arises in obtain-
ing this dependence in order to further assess the level
of QoE in terms of the R-factor.

The solution to this problem requires the revision of
mathematical models and methods, which are the basis
of modern protocol solutions, in the direction of using
the tensor approach [16, 17]. According to the analysis,
similar mathematical solutions already exist that are pro-
posed and presented in [18, 19]. And although the use of
tensor models complicates both the mathematical descrip-
tion of the problem and its solution, such difficulties are
compensated (in comparison with the known analogues)
by the effectiveness of route decisions in relation to the
level of quality of service. A characteristic feature of the
tensor QoE routing models described in [20, 21] is the
non-adaptive nature of the solutions, when during rout-
ing, load balancing is carried out along the whole set of
available routes. This significantly narrows the scope of
such solutions, limiting it to ICN overload. Therefore,
there is a need to improve the well-known tensor models
of QoE routing by providing an adaptive route solution.

5. Research methods

The graph theory was used as a research method, due
to which the network structure was described. To obtain
in an analytical form the conditions for ensuring QoE in
terms of the R-factor, the tensor research methodology
and queuing theory are used. To solve the formulated op-
timization problem of nonlinear programming used ma-
thematical programming methods that are implemented
in the MatLab package.

6. Research results

6.1. Definition and description of the basic tensor routing
model with ensuring quality of service according to the R-factor.
The first step in the research process is the choice of
a basic mathematical routing model. So, according to the
analysis [16, 18, 19], the existing routing models are di-
vided into graph and flow-based models. Usually, the use
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of graph models is aimed at minimizing the conditional
length of the calculated path, which as a whole only
contributes to the indirect improvement of QoS indica-
tors, but without ensuring their specified or maximum
permissible values. When using flow-based routing models,
a more detailed account of both the characteristics of
packet flows and ICN parameters, for example, bandwidth
of communication links, is provided, which improves the
efficiency of load balancing in terms of QoE. One of the
relatively new directions in the mathematical modelling
of routing processes is the use of the tensor approach,
which has established itself as an effective means of
a holistic and multi-faceted description of ICN [20, 21].
Therefore, in this work, let’'s choose a flow-based rout-
ing model with its subsequent tensor generalization to
obtain conditions for ensuring QoE in terms of the R-fac-
tor with control of the end-to-end delay and packet
loss probability.

Let the structure of the infocommunication network
be described using a one-dimensional network:

S=(U,V),

where Uz{ui,i:1,m} is the set of zero-dimensional sim-
plexes — network nodes (routers), m — the total number of
nodes in the network S. Set of one-dimensional simplexes
are edges of a network Vz{vz =(i,j); z=1m i j=1mi#j
simulates communication links where a edges v, =(i, j) mo-
delling z-th link, which connects i-th and j-th routers of
the ICN through the appropriate j-th interface, and #n is
the total number of edges in the network S. For each
link simulated by a edges (arc) v, =(i,j)€V, its bandwidth
is set, which will be denoted by ¢., and through ¢;,
and will be measured in packets per second (1/s). Each
network router has several interfaces through which it
transmits packets to its neighbouring nodes. Moreover,
the interface numbers for each individual node correspond
to the numbers of neighbouring nodes that are connected
through them. Then ¢,; actually determines the bandwidth
of the j-th interface of the i-th node.

To implement adaptive routing, it is necessary to ensure
the calculation of route variables xf;, which characterize
the portion of intensity of the k-th flow in the link (i, ).
The following conditions are imposed on route variables:

0<xt <1, (1)

The conditions of the flow conservation on network
routers, taking into account possible packet losses caused
by congestion of the queue buffer, take the form [19, 20]:

> Xk =1 if keK, i=s;;
J(i,j)eV

> abj- 3 xp(l-ph)=
J(i.))eV Ji)eV

> xf,i(1—p,1‘fj)=bk, if keK, i=d,,

J(EV

Oy if kEK, iisk,dk; (2)

where K is the set of flows in the network; s, is the
sender router; d, is the destination router of the packets
of k-th flow; b* is the portion of the k-th stream served
by the network, i. e. packets which are successfully de-
livered to the receiving router; pf; is the probability of
packet loss of the k-th flow on the j-th interface of
the i-th router.

If, for example, the operation of the j-th interface of
the i-th router is modelled by a M /M /1/N queuing
system with failures of the form, then the probability of
packet loss of the k-th flow can be calculated as follows:

E_ (1_Piy.z‘)(Pf,1)N ,

pij= 1—([);,,' )N+1

2 7\' req)xi;fj

keK

3)

where p;; = is the utilization coefficient of

L]

the j-th interface on the i-th node; N=0,,+1 is the
maximum number of packets that can be on the 1nterface
including buffer (©,,) and the link itself; ALY s the
average intensity of the k-th packet flow (1/s) at the
input to the ICN, the value of which directly determines
the bandwidth requirements required for this flow.

To ensure control over the process of overloading links
and queues, the following restrictions are introduced into
the model structure [20]:

ZK'F"x,f/<(p,-J at (i,j)eV.

keK

(4)

Then, to take into account the possible loss of packets,
the intensity of the aggregate flow in the link (i, /) is
calculated as:

Aij= 2 M:@Xffj (1 - pik,/')'

keK

()

The intensity of the k-th flow of packets that are
dropped (lost) on the j-th interface of the i-th router
can be calculated using the following formula:

ri{ej_;\'{m[) 17p17 (6)

Accordingly, the intensity of successfully transmitted
(i. e. lossless) packets of the k-th flow in the commu-
nication link, which is simulated by the edges (i), is
determined as follows:

(1 p,,)

In general, the QoE requirements for speech trans-
mission for a given type of terminal equipment and the
codec used in accordance with the recommendations of
ITU-T [13, 14] can be written as follows:

Laa (T2) = Loy (Pr),

where 1,,(T,) is the coefficient of quality degradation due
to long delay, as a function of network delay, I,_,; (P,)
is the quality reduction factor, caused by loss of audio
packets, which are determined by such expressions:

My = AL (7

R2R,,, at R=R,- (®)

req)

0,7, <100 ms;

o )

1T,
(T, +2|,T,>100 ms;

)=125 (1+X6)é—3 1+[§6]

P,
S (10)

pl

BursLR

Leay (Py)= L. +(95-1.)
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[

log2

where X =log ; I, is the coefficient of quality deg-
radation due to the use of low-speed codecs; T, is the
average end-to-end packet delay in the network; P, is
the total probability of packet loss in the network; B, is
the factor taking into account the stability of the codec
to losses; BurstR is the coefficient of «burst» of losses.

In the course of ensuring the fulfilment of conditions (8),
taking into account (9) and (10), it is important to have
mathematical expressions that analytically describe the
relationship of route variables (1), traffic characteristics,
network parameters, end-to-end delay T,, and the prob-
ability of packet loss P,. Based on the results obtained
in [18-20], it is advisable to apply an improved tensor
approach to modelling routing processes in infocommu-
nication networks.

6.2. Formalization of conditions for ensuring guality of
service using a tensor model of the network. According
to tensor formalization [22—24], the poles of the network
are the nodes that model the routers, through which one
or another packet flow enters or leaves the ICN. The fol-
lowing structural characteristics of the network § will also
be used for research: k(S§) is the number of basic interpo-
lar paths in the network §; 9(S) is the number of basic
internal node pairs in the network 5, where the set of
internal node pairs includes all node pairs except the pole.

In the case of ICN simulation with a connected one-
dimensional network S, the structural characteristics are
related by the following dependencies:

k(S)=n-m+2;, 9(S)=m-2. (11)

On the structure of the infocommunication network,
a discrete n-dimensional geometric space is introduced,
that is, its size is determined by the number of commu-
nication links in ICN.

Depending on the aspect of consideration, ICN in the
introduced discrete 7 -dimensional space can be determined
by a number of coordinate systems (CS) in which diffe-
rent types of basic paths act as coordinate axes [22-24]:
edges, contours, node pairs, sections, and the like.

In the framework of this work in the introduced discrete
n -dimensional space orthogonal coordinate systems will
be taken into account, in which the following projections
of tensors of the main functional parameters of ICN are
considered: {UZ,Z: 1,1} is the coordinate system of network
edges, projections of tensors in which will be denoted
by index v; {y,-,i:LK} is the coordinate system of in-
terpolar paths and intérnal node pairs {8 »Jj=10; of the
network S, the projections of the tensor in which will
be denoted by the index ye. The orthogonality of these
coordinate systems is justified by the fact that in accor-
dance with expressions (11) the condition is fulfilled:

n=x(8)+0(S).

In the entered n-dimensional space, the infocommu-
nication network for each individually selected packet
stream, for which it is necessary to obtain conditions for
quality of service, can be described using a mixed divalent
tensor [21-23]:

Q=T®A, (12)
where ® is the tensor multiplication operator; T is the
univalent covariant tensor of average packet delays; A is
the univalent contravariant tensor of average flow intensities
in the coordinate paths of the network. In the general case,
the components of the mixed divalent tensor Q (12) are
interconnected by means of the corresponding metric ten-
sors [22-24]:

T=EA and A=GT, (13)
where E is the double covariant metric tensor; G is the
double the contravariant metric tensor.

In index form, expressions (13) take the following form:

t=e) and M=g't;, (ij=1n), (14)
where 7, is the average packet delay along the j-th co-
ordinate path (s); A/ is the the average intensity of the
flow of packets transmitted along the i-th coordinate
path (1/s). Tensor equations (13) coordinates the network
of edges will take the following form:

T,=EA, and A, =G[T, (15)
where A, and T, are projections of tensors A and T in
CS of the edges, respectively, which are represented by
n-dimensional vectors of flow intensity and average packet
delay in ICN links; E, =|eg| is the projection of the double
covariant metric tensor E in the CS of edges, which is
represented by the diagonal nxn-matrix; G, =|g#| is the
projection of the double contravariant metric tensor G,
which is also represented by the corresponding diagonal
nxmn-matrix. In this case, the following rule holds:

-1

E,=[G.], (16)
where [-]71 is the matrix transpose operation.

Similarly, in the coordinate system of the interpolar
paths and internal node pairs of the network, tensor equa-
tions (13) will have the following form:

T,=E A, and A,=G,T,, A7)
where A, and T, are projections of tensors and in the
CS of interpolar paths and internal node pairs, which are
represented by n-dimensional vectors of flow intensity and
average packet delay in the corresponding interpolar paths
and internal node pairs of ICN; E.=|ef| is the projec-
tion of a double covariant metric tensor E in the CS
of interpolar paths and internal nodal pairs, which is
represented by a diagonal nxn-matrix; G, :‘g;fe is the
projection of a double contravariant metric tensor G
in the CS of interpolar paths and internal node pairs,
which is also represented by the corresponding diagonal
n X n-matrix.

By analogy with (16), the rule is valid:

E.=[G.]".

The law of contravariant coordinate transformation
when changing the considered CSs can be described by
a non-singular nxn-matrix Cy [23-25]:

(18)

;18
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A, =CiA, (19)

where n-dimensional vector A, which is a projection
of the tensor A in the CS of the interpolar paths and
internal node pairs, has the following structure:

Ay AL
A, : :
Ae=—=1 Ay=|M | Ac=|A2 Y, (20)
A : :
Ax AD
where A, is the x-dimensional vector of flow intensities

along the basic interpolar paths of the network; A, is
the ¥-dimensional vector of flow intensities between the
nodes that form the basic internal node pairs; A and A2(¢)
are intensity of the flow along the j-th basic interpolar
path (y;) and the flow entering and leaving the network
through the nodes, which create the p-th basic internal
node pair (g,), respectively.

The projection coordinates of a double contravariant
metric tensor G in the coordinate system of network edges
can be represented by the values of the diagonal elements
of the matrix G, [17-19]:

A (1_9%1)( —Pi )7\/
p; —pN*? (N +1)pM (1

8= (21)

Pi),

where p; is the utilization coefficient of the i-th link,
which is calculated according to expression (3), namely
p;=XA;/o;; A; is the total intensity of all packet flows
sent to i-th link; Al is the intensity of the packet flow,
which is considered in terms of building a tensor model,
in the i-th communication link of the ICN.

Further research will be based on the fact that the
average end-to-end delay of packets transmitted between
a given pair of routers (network poles) using a set of
routes P, is calculated by the following formula:

|7

Tup = 2 xptpy
p=t

(22)

where x, is the proportion of the packet flow that was
successfully delivered to the receiving router via the p-th
path; 7, is the average delay of packets transmitted along
the p-th path in the ICN;
the value of which determines the total number of paths
available for routing.

In the general case, the expression can be used for
calculation x,,:

7\'[7
X, = T, (23)
where A, is the intensity of the flow of packets that have

been successfully delivered to the receiving router via the
p-th path; A" is the intensity of the flow of packets that
have been successfully delivered to the receiving router
using all available paths from the set P. In the absence
of packet loss in ICN A" =Al,

According to expressions (15)—(19), (21) can write
the law of transformation of projections of double cova-
riant tensor E at change of coordinate systems — from

the basis of edges to the basis of interpolar ways and

internal node pairs:
N\ )

E.=(Cs) E,C. (24)

The projection of the metric tensor in the coordinate

system of interpolar paths and internal node pairs allows
the following decomposition representation:

BB
——— + ———|=E,, (25)
Bl B

where EQ is the square submatrix of size xXxx; E§é> is

the square submatrix of size ¥x0; E@ is the submatrix
of size kxx¥; E{ is the submatrix of size ¥xx.

Then, as a result of the transformations in (24), taking
into account (20) and (25), an expression is obtained to
calculate the average end-to-end packet delay in ICN (22),
which corresponds 7, in physical content to expression (9):

1 .
Typ = f(A’YE@AY +ALEZA,). (26)

In terms of the described basic model (2), the expres-
sion for calculating the probability of loss of packets of
the %-th flow in the ICN can be represented as follows:

pk=1-0b". 27

It is important to note that for the calculation of R-
factor (8) the physical content of the p! corresponds to
the P, value in model (8)—(10).

The projections of the metric tensors E and G depend
on the values of the route variables as follows:

ho= 3 Ml (1= pky).

keK

and Az =A0""y (28)

Expressions (28) determine the flux intensities (ag-
gregate and separate k-th) in the same ICN communi-
cation link, which is modelled by a edge v, within the
end-to-end numbering.

To ensure the adaptability of routing solutions in this
work, the criterion of optimality is chosen as a minimum
of the following linear objective function:

J=23 A xl, (29)
keK w; jeW
where £ is the routing metric of the link that connects

the i-th and j-th ICN routers and displays various func-
tional parameters of this link.

Thus, the problem of adaptive routing in the info-
communication network with the provision of QoE by
the R-factor is formulated in the optimization form. The
criterion for the optimality of route solutions was a mini-
mum of linear form (29), and restrictions-expressions (1),
(2), (4) and (8).

This optimization problem belongs to the class of non-
linear programming problems, for the solution of which
there is a wide range of methods. In this study, the Mat-
Lab package was used to solve the formulated optimiza-
tion problem, using interior-point, sequential quadratic
programming (SQP), or trust-region-reflective algorithms
to solve constrained problems.
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6.3. Research of the tensor model of adaptive routing
with providing quality of experience by the R-factor. To
assess the adequacy and effectiveness of the developed ten-
sor model of adaptive routing with QoE by the R-factor,
which is represented by expressions (1)-(29), a study
was conducted for a fragment of the infocommunication
network, which is shown in Fig. 1. The network consisted
of nine routers and twelve communication links, the gaps
of which indicate their bandwidth (1/s). The operation
of each of the router interfaces was simulated by the
M/M/1/N queuing system, and the buffer capacity was
30 packets (N =30). The intensity of traffic coming to
the network on the first router R, and intended for the
ninth router Ry, was 350 1/s.

o

S
&

Fig. 1. The investigated fragment of the infocommunication network

Requirements for the level of QoE were set by the
R-factor, according to expression (8) and data, according
to [13, 14], are shown in Table 1.

Table 1

The relationship between the value of the B-factor and quality
of experience [14]

Fig. 2. An example of a one-dimensional network 5, which simulates the
structure of the infocommunication network, and the definition of basic
interpolar paths and internal node pairs

Further, a study of the influence of the level of QoE
requirements on the nature of routing decisions was
conducted when routing the flow with an intensity of
Mt =350 1/s. The values of R-factor varied from 50
to 90 (Table 1).

The characteristics of the calculated paths and the
level of QoS, which provided in terms of R-factor, aver-
age end-to-end delay and the probability of packet loss
in ICN, are presented in detail in Table 2.

It should be noted that as a result of calculations it
is established, that the proposed model adaptive rout-
ing in the ICN ensure compliance with the requirements
regarding the level of QoE, that is, for all cases, the
calculated values of the R-factor coincided with the re-
quirements R, ..

The adaptlve nature of routing solutions was deter-
mined by the fact that with the increase in the level
of QoE-requirements, the amount of network resource
involved increased, for example, the number of used paths,

A-value User satisfaction a‘nd, gccordingly, _thle bandwidth of ICN communica—
tion links. If the minimum acceptable QoE-requirements,
90 Very satisfied i. e. when R =50 it was necessary to use only two
a0 Satisfied routes (Table 2), then at Ry, =175 three routes were already
involved. With further growth of requirements (R, =90),
70 Some users are not satisfied four paths and the corresponding link resource should
60 Many users are not satisfied be used (Table 2).
a0 Almost all users are dissatisfied Tahle 2
The results of QoE-level calculations for the B-factor
Fo.r cl.arity, according to 1.;he Fensor ge- Calculated paths | Ay, 1/5 | T, ms| o, | Tp, MS | b, 1/s
ometrization of the network, in Fig. 2 pres-
ents the definition for the network § of ba- A=H,, =50
sic internal node pairs, when the poles were 1 | RI->R4—R5—R6—R9 | 2258831 | 98.8
nodes u, (router R) and uy (router Ry). and |5 | R SRISR5RER | 1115635 | 638 | o0 | O7F | 374486
the main structural characteristics took the a_n 7t
following values: n=12, K(S):5, 6(5)27. ~ ireg) —
Suppose that the following interpolar R1-R2—-R3—R6—R9 | 23.4593 | 33.2
paths acted as bases on the network struc- R1—-5R4—-R5—5R6—R9 | 215.1730 | 80.3 |0.0102 67.7 346.4335
ture (Fig. 2): R1-R4—>R5>R8-RI | 107.8011 | 49.9
Y11l — Uy — Us — Ug — Ug; A=, =80
Yol =11y = U = Uy = U 1 [ RI>R25R35R65R9| 288131 | 30.8
. . 2 1 2 21.01 45.1
Vs iUy = Uy = Us = Ug — Uy; RIZRIZRSZREZRI oL 5 0.0015| 49.4 | 349.4754
Yo Up = Uy = Us — Ug = Ug; 3 | R1>R4—>R5—-5R6—R9 | 179.4199 | 58.7
Vs iUy = Uy — Us —> Ug —> Uy, 4 | R1->R4—5R5—-5R8—>R9 | 120.2294 | 40.6
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7. SWO0T-analysis of research resulis

Strengths. In comparison with analogues, thanks to
the use of the proposed model of adaptive routing, it
was possible to provide a given QoE-level in terms of
R-factor with minimal use of network resources. Such results
were obtained by using an improved tensor approach in
the model to obtain updated expressions to calculate the
average delay and probability of packet loss.

Weaknesses. The main disadvantage of the developed
model is the complexity of the mathematical description
of ICN, which is associated with its tensor formalization,
as well as the need to solve a rather complex optimization
problem of the class of nonlinear programming to deter-
mine route variables. However, in general, this does not
reduce the significance of the obtained result in relation
to its scientific and applied value.

Opportunities. With the help of the obtained research
results it is possible to ensure the fulfilment of the set
QoE-requirements in terms of R-factor to the services
provided to end users. In this case, the use of the proposed
model is characterized by higher efficiency in the load
balancing on many routes in the ICN. This was evidenced
by the fact that at a given level of quality rating, with
increasing intensity of traffic coming to the ICN, there
was a gradual increase in the number of routes involved.
That is, the network resource was distributed gradually
and more efficiently by 7-10 % relative to the known
analogues, which when solving the same problem, imme-
diately use all available routes.

Threats. ITmplementation of the proposed flow-based
model of adaptive routing with QoE-level provision on the
R-factor indicator is currently a difficult task that requires
revision of modern routing protocols for full implementa-
tion in a modern infocommunication network.

1. During the study, the flow-based routing model (1)—(7)
was chosen as a basis, which took into account the pro-
bable packet losses caused by congestion of network ele-
ments. This model was represented by the conditions of
implementation of the multipath routing strategy (1), flow
conservation (2) and prevention of congestion of com-
munication links (4).

2. To obtain in analytical form the conditions for provid-
ing QoE by the R-factor (8), a tensor description of the
infocommunication network (11)—(28) was performed. This
allowed to obtain analytical expressions for calculating the
average end-to-end delay (26) and the probability of packet
loss (27), which were used to form QoE conditions (8).

3. To conduct the study, the problem of adaptive routing
in the infocommunication network with the provision of
QoE-level by the R-factor was formulated in optimization
form. In the framework of the proposed model (1)—(28),
the solution of the technological problem of adaptive rout-
ing was reduced to solving the optimization problem of
nonlinear programming based on route variables (1).

The criterion for the optimality of route solutions was
a minimum of linear form (29) with the corresponding
restrictions (1), (2), (4) and (8). As the results of the
study showed (Table 2), the use of the optimality crite-
rion (29) allowed to ensure the adaptive nature of route
solutions. This was confirmed by the fact that as the QoE

requirements increased, the volume of network resources
used increased — the number of routes and the bandwidth
of communication links.

4. To assess the adequacy and effectiveness of the deve-
loped tensor model of adaptive routing with the provi-
sion of QoE-level by R-factor, a study was conducted for
a fragment of the infocommunication network. As a result
of calculations, it was found that the proposed model
of adaptive routing met the QoE-requirements, i. e. for
all cases, the calculated values of the R-factor coincided
with the requirements R, .. The adaptive nature of rout-

(req

ing solutions was determined by the fact that with the
increase in the level of QoE-requirements, the amount
of network resource involved increased, for example, the
number of used paths, and, accordingly, the bandwidth
of ICN communication links. Thus, the study on a frag-
ment of the infocommunication network allowed to assess
the adequacy and effectiveness of the proposed approach.
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