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ANALYSIS OF TASKS PARAMETERS OF SOLVE THE PROBLEM
OF DETERMINING DELAYS AND RISKS IN AGILE-PROJECTS

Agile methodology is actively used for project management. This article presents the results of determining which task parameters
are important in determining delays and risks in Agile-projects. The article provides information on the influence of parameters on
the likelihood that a task is a risk or a delay. These parameters are typical for the Atlassian Jira bug tracker.
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Introduction

In recent years, the Agile-methodology has become
incredibly popular. according to the 2021 State of
Agile survey, up to 95% of technology companies
use this methodology [1]. During the year of the
pandemic, the proportion of software development
teams working in an Agile-methodology increased
from 37 percent to 86 percent. High rates of growth
in the use of technology are also observed for teams
that did not usually use Agile-methods (marketing,
HR and finance). This methodology has both ad-
vantages and disadvantages.

The main reason for unsuccessful Agile-projects
is the risks that are not detected at the planning
stage and the resulting large delays [2]. The most
popular existing methods for identifying risks and
delays are not automated and therefore more prone
to human error.

Thus, there is a need to develop an approach for
identifying risks and delays in Agile-projects.

This article offers a solution to the problem of
determining tasks parameters, which can be used
to solve the problem of determining delays and
risks in Agile-projects.

The Agile-methodology

The Agile-methodology has a large number of
principles that have allowed it to reach a high level
of use in software development [1]. One of these
advantages of Agile is the flexibility to change re-
quirements, which is achieved through the iterative
and incremental nature of the methodology (add-
ing new features and improvements to an existing
product in cycles of several weeks).

The most popular Agile-paradigms are SCRUM
and KANBAN. They use the division of require-
ments into small tasks. Such tasks are separate
units of work. They can be performed by a single
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team member and added or removed during the life
of the project. The execution of an Agile-project
can be seen as the completion of many small tasks,
each of which can be a delay or a risk. A large num-
ber of delays among tasks can cause an Agile-proj-
ect to fail. Therefore, the task of identifying risks
and delays in Agile-projects is to determine whether
each individual task in the project is a possible risk
and delay.

Each task is a separate object with different
characteristics and can be divided into two classes:

— the task is a possible risk;

— the task is not a possible risk.

The task of identifying risks and delays in Agile-
projects is to find which of the two classes the task
object belongs to. That is, the task of identification
is a formalized task of binary classification [3].

The main machine learning methods that learn
in a supervised learning way and can be used to
solve an automated binary classification problem
are the following methods:

— decision tree;

— random forest method;

— artificial neural network;

— naive Bayesian classifier.

To define a task by delay or risk, it is necessary to
determine the parameters of the task, on the basis
of which this classification will occur.

Task Parameters for Agile-Projects

Teams that use the Agile-methodology break down
their project into tasks that contain information
about a small part of the work that team members
need to do and information about the progress of
that work. Relevant information can be used to
identify whether a given task is a possible risk and
delay in an Agile-project, and to train and test ma-
chine learning techniques.

The content of tasks was analyzed in more detail
on the example of issues of the Atlassian JIRA bug
tracking system, data from which was used to train
machine learning models in this research.

Tasks in the JIRA system consist of fields that are
typical for all users of this system and fields added
by special plugins. For example, an Agile-project
team may use different version control systems,
such as GitHub or Bitbucket, where each system

has its own plugin with unique fields. Only fields
typical of Atlassian Jira were used to select the pa-
rameters for training the models.

The main characteristics of the task are the
name, description, type, priority, the reporter who
created the task, the developer who performs the
task, comments under the task, history of changes
to the task. Most of these features are textual and
cannot be used to train machine learning models.
Therefore, the following 16 parameters were deter-
mined, which can be risk factors of the task.

1. Discussion time. This is the period the team
spends trying to find a solution to the problem. An
Agile-project can be seen as a network of activities,
where each activity is registered as an issue whose
completion time affects the overall project sched-
ule. For a problem that takes a significant amount
of time to resolve, this can cause delays.

2. Waiting time. This time indicates the amount
of time an issue is waiting to be resolved, such as
waiting for a designated developer to take action.
An abnormal wait time is a sign that the problem is
being delayed due to a lack of team cooperation, or
that no one wants to deal with the problem [4]. The
waiting time for a problem starts from the moment
the appropriate person is assigned to perform ac-
tions to solve the problem.

3. Type. Each issue in JIRA is assigned a type
(eg, task, bug, new feature, enhancement, or docu-
mentation) that indicates the nature of the task in-
volved in solving the issue (eg, fixing a bug or intro-
ducing a new feature).

4. The number of times the problem is re-
opened. Previous studies on risk identification [5]
indicate that the re-opening of tasks (that is, repeti-
tions in the life cycle of the problem) is considered
a factor in the deterioration of the overall quality of
the software. This leads to additional and unneces-
sary rework, which contributes to delays. An issue
is reopened for a number of reasons, such as when
it was not actually resolved properly and needs to
be reworked.

5. Priority. This is the order in which an issue
should be considered relative to other issues. For
example, problems with blocker priority (a prob-
lem that blocks other problems) should be consid-
ered before other tasks.
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6. Change of priority. This is the number of times
the priority of the issue has been changed. A change
in the priority of a problem may indicate a change
in its complexity. For example, some studies [6]
use this priority change as a function to predict the
blocking error.

7. Number of comments. This is the number
of comments from developers during a discussion
that can indicate the degree of team collaboration
[7]. In past research on the topic of risk identifica-
tion and delays [8], it was found that the number of
comments affects error resolution time: errors with
two to six comments are generally resolved faster
than errors with fewer than two comments and er-
rors with more than six comments.

8. Number of fixed versions. This parameter
indicates the versions for which the problem has
been or will be fixed. Issues with a large number
of patch versions require more attention from a
development, testing, and integration perspective.
An intensive validation process is also required to
ensure that a fix does not introduce new problems
with each patch version.

9. Number of versions with a problem. This pa-
rameter indicates the number of versions in which
the problem was found. The number of affected
versions is an indicator of potential risk, for exam-
ple, more effort is needed to resolve a problem with
a large number of affected versions.

10. Number of Related Issues. This parameter
indicates the number of related issues. Linking is-
sues allows teams to create associations between is-
sues. For example, a problem may duplicate anoth-
er, or its solution may depend on other problems.
There are several types of problem references: re-
lated, duplicate, and blocking.

11. Number of issues blocked by this issue.
Blocking is one type of relationship between issues.
This parameter indicates the number of problems
that are blocked by this problem.

12. The number of problems blocking this prob-
lem. This parameter indicates how many prob-
lems block this problem. Solving a large number
of blocker problems is more difficult because all
blocker problems must be fixed beforehand. Thus,
the number of problems with the blocker indicates
the time allocated to solving the problem [6].

13. The number of changes in the description.
This parameter indicates how many times the de-
scription of the problem was changed. Problem
description is important for all stakeholders of the
problem. Changing the description of the problem
indicates that the problem is unstable and can cause
confusion and misunderstanding, and is therefore a
possible risk factor.

14. Reputation of the reporter. This parameter
indicates a relative assessment of the reputation of
the reporter, a member of the team that created the
task. The reporter's reputation factor was studied in
existing works on the identification of possible risks
and delays. For example, bugs reported by team
members with higher reputations have been found
to attract more attention than other issues [9] and
are less likely to be reopened [5]. In the context of
delayed problem identification, reporter reputa-
tion may be a risk factor, as reporters with a low
reputation may write poor problem reports, which
may lead to longer time to resolve the problem
[10]. This work uses the definition of the reporter's
reputation proposed in the work of Hooimeijer and
Weimer [9]:

reputation (D) =

= |opened (D) fixed (D)| |opened (D )| +1. (1)

Reputation of Reporter D is measured as the
ratio of the number of issues that Reporter D has
opened that have been fixed to the number of issues
that Reporter D has opened plus one.

15. Developer workload. This parameter
indicates the number of open issues assigned to a
developer at one time. Developer workload is a re-
flection of the quality of resource planning, which
is critical to project success. Lack of resource plan-
ning has implications for project failure [11], and
developer workload can have a significant impact
on project progress [12]. A developer's workload is
(re)calculated immediately after a developer has
been assigned an issue.

16. Percent of Delayed Issues Handled by De-
veloper. This parameter indicates the percentage
of delayed issues among all issues assigned to the
developer. Team members do not have the special
skills required for the project, and inexperienced
team members are one of the main threats to over-
schedule [13]. Teams consisting of incompetent
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Table. The results of logistic regression

Logistic regression

Parametr result
Discussion time -6,974
Waiting time -4,689
Type: Bug -0,904
Type: Documentation 1,16
Type: Improvement 0,247
Type: New functionality 0,83
Type: History -0,528
Type: Subtask 1,637
Type: Task 0,783
Priority: Blocker -0,748
Priority: Critical -0,947
Priority: Important -0,901
Priority: minimal -0,704
Priority: secondary -0,764
The number of times the priority has 1,434
changed
The number of times the problem was 3,016
reopened
Number of comments 2,963
Number of fixed versions 2,207
Number of versions with a problem -3,201
Number of related issues 1,415
The number of issues that are blocked 0,216
by this issue
Number of issues blocking this issue 1,935
Number of changes to the description 1,678
Reputation of the reporter -0,683
Developer workload 1,791
Percentage of latency issues dealt with 3,497

by the developer

developers can be the cause of project delays [4].
On the other hand, recent studies have shown that
the best developers often create the most errors be-
cause they often choose or receive the most diffi-
cult tasks [14]. This phenomenon can also apply to
backlogged problems: the best developers may get
the biggest/hardest problems and therefore take the
longest time to solve them. A developer may have
a large number of backlogs because he or she is an

expert developer who is always tasked with solving
complex issues.

Results and Discussion

The impact of task parameters on the likelihood
that a problem is a risk or delay in Agile-projects was
assessed. For this, 111 logistic regression was used.

Dataset

To create training data sets the AGILE issues
data was collected from 4 open-source software
projects that use Atlassian JIRA as their issue track-
ing system: Apache, Red Hat, Spring and Moodle.
Overall, around 1,5 million issues were collected
from the issue tracking systems, and only a small
fraction of them could be used for method training,
because of absence of necessary data to determine
delay status of those issues.

Method

For the identified parameters, 11 logistic regres-
sion was applied using the log-likelihood function
to estimate the effect of each of the proposed tasks
parameters on the probability that the task is a risk.
In 11 logistic regression, when the parameter is
negatively correlated with the result, negative num-
bers are obtained, while when it is positive, posi-
tive numbers are obtained. If there is no influence
of the value, the likelihood function goes to zero.
To evaluate the influence of each of the proposed
parameters of the problems, a dataset created from
the problems of open source projects was used.

Results

The results of logistic regression are presented in
Table.

As can be seen from the results presented in the
table, Waiting-time, Discussion time parameters
have the greatest influence on whether the task is
a risk. Moreover, the higher the value of these pa-
rameters, the more risky the task is. The Percent-
age of latency issues dealt with by the developer pa-
rameter has a great influence on the riskiness of the
task. Moreover, the higher the value of this param-
eter, the lower the probability that the task is a risk.

Conclusions

Identifying risks and delays in projects is an im-
portant task when working with the AGILE-meth-
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odology. To solve this problem, machine learning
methods are widely used. The main contribution
of this research is the tasks time parameters usage
and the definition of parameters that are typical
for Agile-projects that use Jira bug system. As the
research results showed, these parameters (Waiting

time, Discussion time) are a significant indicator
of whether the problem is a delay or a risk in Agile-
projects. Further research will be focused on evalu-
ating existing methods and formulating a combined
machine analysis method for determining whether a
task is a risk or a delay in Agile-projects.
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AHAJI3 ITAPAMETPIB 3ABJJAHDb J1JIAA BUPIIIIEHHA ITPOBJIEM A
BU3HAYEHHA 3ATPUMOK I PUSUKIB YV AGILE-TTPOEKTAX

Beryn. Metononorisi  Agile akKTMBHO BUKOPUCTOBYETbCSI IS YIpaBIiHHS TMpOEKTaMu. BusBIeHHs pU3MKIB Ta
3aTPUMOK Y MPOEKTAX — BaXKJIMBA 3ajaya ITiJ yac podoTu 3 metonoiorieio AGILE. [1ns BupillieHHsT i€l 3aJa4i IUPOKO
BUKOPUCTOBYIOTbCSI METOIM MAIIMHHOTO HaBYaHHS. KomaHau, siKi BUKOPUCTOBYIOTh METOJ0JIOTiI0 Agile, po30MBaIOTh
CBill IPOEKT Ha 3aBAaHHS, 10 MICTATh iH(GOPMALil0 MPO HEBEJUKY YaCTUHY POOOTH, SIKY MalOTh BUKOHATU WIEHU
KOMaH/1, Ta iHdopmalito npo nepeodir uiei podotu. BinnosinHy iHdopmalito MoXXHa BUKOPUCTOBYBATHU [IJ1s1 BU3HAYEHHS
TOTO, Y4 € JaHe 3aBAaHHS MOXJIUBUM PU3UKOM 200 3aTPUMKOIO B Agile-TIPOEKTI, a TAKOX ISl HABYAHHST Ta TECTYBAHHS
METO/IiB MalIMHHOTO HABYAaHHSI.

OCHOBHUM BHECKOM LIbOTO JOC/IIXKEHHSI € BAKOPUCTaHHSI YaCOBUX MapaMeTPiB 3aBAaHb Ta BUSHAYEHHS ITapaMeTpiB,
1110 MalOTh HAWOLIBIIWI BIUIMB Ha PillIeHHSI, YU € JaHE 3aBJaHHSI MOXJIMBUM PU3MKOM ab0 3aTPUMKOIO B Agile-NpOEKTi Ha
MPUKJIAAi BUKOPUCTAHHS CUCTEMU MTOMUIIOK Jira.

Merta. BusHaueHHs mapaMeTpiB, 10 MAIOTh HAOLIbIIMIA BIUIMB HA PILUEHHS, YU € JaHE 3aBAaHHS MOXJIMBUM PU3UKOM
ab0 3aTPUMKOIO B Agile-TIpOEKTAX.

Meromu. [dnsa igeHTHdiKOBaHMX TapaMeTpiB OyJjia 3acTOCOBaHA JIOTICTMYHA perpecis 3 BUKOPUCTAHHSIM (QyHKLIT
JjoraprMidyHOI TTPaBAONOAIOHOCTI A1 OLIHKM BIUIMBY KOXHOTO 3 TapaMeTpiB 3aBHaHHS Ha HMOBiIpHiCTb TOTO, IO
3aBIAHHS € PU3UKOM.

Pesynabratu. Y crarTi NpOMOHYEThCS TOMOJAHHS MpoOJeMU BU3HAUYEHHS [apaMeTpiB 3aBIaHb, $SKE& MOXHa
BUKOPUCTOBYBATH UISI PO3B’sI3aHHS 3a1avi BU3HAUYEHHS 3aTPUMOK Ta PU3MKIB B Agile-mipoekTax. HamaHno indopmaiiiio
Mpo BIUIMB MapaMeTpiB 3aBIaHb Ha WMOBIPHICTb TOTO, IO 3aBIaHHS € PU3UKOM ab0 3aTPUMKOIO Yy mpoekTax Agile. 11i
napaMeTpHy € TUIIOBUMMU JIJIsl TpeKepa MOMUIOK Atlassian Jira.

BuchoBku. fk moxaszanu pe3ynbTaTW AOCTIIKEHHSI, MapaMeTpH, Taki K 4ac O4iKyBaHHSI Ta yac OOrOBOPEHHS €
MOKa3HUKaMHU TOTO, 1110 3aBIaHHs MOXe OyTH 3aTPUMKOIO UM PU3UKOM B Agile-npoekTax. [Toganbliii ociiiKeHHs Oyn1yTh
30CEepEeKEHI Ha OLiHLI HasIBHUX METOMIB Ta po3poOili KOMOIHOBAHOTO METOQY MAIlMHHOTO aHali3y /s BU3HAYEHHS
TOTO, YU € 3aBIaHHS PU3UKOM ab0 3aTPUMKOIO B Agile-TIpoeKTax.

Karouoei caosa: Agile-nipo€eKT; 3aBIaHHs; pU3UK, 3aTPUMKa, ITapaMeTpU 3aBIaHHS; MAalllMHHE HABYaHHSI.
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