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Handwritten digit recognition is the ability of a computer 
to recognize numbers written by hand. For the machine, this 
is not the easiest task because each written number may differ 
from the reference writing. In the case of recognition, the 
solution is that the machine is able to recognize the digit in 
the image. The problem of recognition of handwritten digits is 
characterized by practical significance due to numerous fields 
of application and modern requirements of society. This task 
has applications in automated systems that read and process 
documents such as checks, tax returns, and sort and process 
mail. Accurate recognition of handwritten digits in such cas-
es is crucial for the implementation of effective and reliable 
accounting and control systems. Also of practical importance 
is the application of recognition of handwritten digits in the 
field of visual analysis of data from paper documents. The ob-
tained results can be used to transfer information from paper 
form to digital format, which is important for optimizing work 
and improving the efficiency of business processes.

Handwritten digit recognition systems are also proving 
to be an integral element in the field of machine learning 
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The object of this study is a neural network for 
recognizing handwritten digits based on the TensorFlow 
library using the backpropagation algorithm.

The main problem addressed is the development of an 
effective model with high recognition accuracy. Working 
on such a task is important as it allows understanding 
how algorithms and models can effectively work with real 
data and helps improve machine learning techniques.

It has been determined that after 20 training 
epochs, the loss function is 0.105, and the recognition 
accuracy is 0.976, comparable to human recognition 
capability. The classification report indicates that 
the model is effectively trained on training data and 
demonstrates high accuracy on test data, capable of 
generalizing information to new examples. Visualization 
of recognition results confirms that the model correctly 
recognizes even poorly written digits.

The results can be explained by the peculiarities of the 
model architecture, optimal selection of hyperparameters, 
and successful use of the backpropagation algorithm, 
which was not explicitly specified during model 
training. TensorFlow provided a convenient toolkit for 
implementing the neural network and optimizing its 
parameters. As a result, the model has a fairly high 
accuracy in image recognition.

A significant feature of the results is the high 
recognition accuracy achieved through the optimal model 
architecture, correct choice of hyperparameters, and 
effective use of the backpropagation algorithm. Unlike 
models built using Keras and convolutional layers, the 
research model quickly learns, which is important, and 
does not compromise on accuracy. This result was made 
possible by the above features of model construction.

The results could be practically applied in the 
field of handwritten character recognition, especially 
in automated document classification systems, in 
banking recognition systems, and in other areas where 
the accuracy of handwritten character recognition is 
essential
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1. Introduction

Image recognition includes many tasks, namely, recog-
nition of handwritten digits, recognition of faces and other 
physical objects. Image recognition methods are used to cre-
ate computer vision devices in robotics, to analyze aerospace 
images, in automated image analysis systems in the medical 
field, etc. Artificial neural networks are used to recognize 
objects in images [1]. The most effective are convolutional 
neural networks [2].

Modern requirements and tasks in various sectors of soci-
ety require the improvement of pattern recognition methods, 
which makes it urgent to carry out scientific research in this 
area. Such research is aimed at improving algorithms, the 
architecture of artificial neural networks, as well as other 
methods used to solve pattern recognition tasks.

Scientific research on pattern recognition is important 
because it contributes to the development and implemen-
tation of advanced technologies that determine further ad-
vances in computing and engineering.
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– to investigate patterns of loss and accuracy functions 
for training and test data;

– to evaluate the performance of the model;
– to visualize the work of the constructed model.

4. The study materials and methods

The object of research is the recognition of handwritten 
digits using TesorFlow mechanisms.

Research hypothesis – the proposed research model, 
built on the basis of TensorFlow mechanisms, could have 
high accuracy, comparable to human recognition ability.

Assumptions and simplifications adopted in the research 
process – the proposed model is based on the assumption 
that it generalizes regularities from training sets for high-ac-
curacy recognition with no retraining.

A variety of theoretical methods, software, and hard-
ware, as well as specific conditions for experiments and 
model validation were used in the development of a neural 
network for recognizing handwritten digits.

Theoretical methods:
1. Neural network architecture: the theory of design-

ing and optimizing the architecture of neural networks is 
applied, taking into account the principles of the layers, 
the number of neurons in each layer, and the relationships 
between them.

2. Optimization of hyperparameters: theoretical meth-
ods of optimization of hyperparameters, such as learning 
rate, number of layers, activation functions, etc., are used.

The following mathematical apparatus was chosen for 
neural network research:

1. Activation functions and probability distribution:
– the ReLU (Rectified Linear Unit) activation function is 

a non-linear function that allows the model to learn complex 
dependences in the data. It is used in neural networks due to 
its efficiency and simplicity, and has the following form [17]:

f(x)=max(0; x),

where x is the input signal, f(x) is the output signal;
– the Softmax activation function is used at the output 

of the last layer to obtain a probability distribution for clas-
sification. Softmax makes it possible to convert the initial 
values into probabilities for different classes [17]:
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where xi is the input signal for the ith neuron;
pi is the probability for each element xi;
n is the number of neurons.
2. Losses and optimization:
– cross entropy is used as a loss function. The function is 

used in classification tasks, it makes it possible to measure 
how accurately the probabilities calculated using Softmax 
reflect the real distribution of classes;

– to optimize the parameters of the model, the Adam 
optimizer is used, which effectively adjusts the learning rate 
for each parameter;

– a certain batch size (bath_size) is selected for model 
training, and the training speed is set. A large batch size can 
make training faster, but also requires more memory.

and artificial intelligence. They help solve the tasks of clas-
sification, identification, and authentication, which are key 
aspects in a number of modern technological solutions.

Therefore, research to design a neural network for the 
recognition of handwritten digits, which learns quickly and 
has high recognition accuracy, is relevant.

2. Literature review and problem statement

To solve the problem of image recognition, classification 
methods are usually used, which make it possible to assign 
objects in images to a certain class based on the existing 
features that characterize such objects. Recognition of hand-
written digits is a special case of the problem of pattern 
recognition. When solving the problem of recognizing hand-
written digits, very complex but also more accurate methods 
are used as classification methods, for example, the method 
of support vectors [3], as well as various artificial neural 
networks [4, 5].

In [6, 7] it is stated that the use of neural networks is 
the most promising direction in the recognition of hand-
written symbols, including numbers. But issues related to 
achieving sufficient accuracy of the model remain unre-
solved. The results of many studies show that the accuracy 
of character recognition depends on the nature of model 
training, on the amount of training samples, and other char-
acteristics [4, 7–9]. A convolutional neural network can be 
an option to overcome the relevant difficulties. This type 
of model for recognizing handwritten digits was used in 
works [6, 7, 10, 11]. Indeed, these models have high accuracy, 
but the training time is much longer than that of a multilayer 
neural network using TensorFlow and Keras [12].

The architecture of the model described in this work, in 
comparison with other types of neural networks, has high ac-
curacy and a much smaller error in recognizing handwritten 
digits [13]. This method was developed as a generalization 
of the Withrow-Hoff method for multilayer neural networks 
with nonlinear differentiated activation functions [14–16]. 
Its main advantage is the asymptotic convergence of the 
learning process, which guarantees the potential achieve-
ment of the necessary accuracy of the neural network.

All this gives reason to claim that it is appropriate to 
conduct a study to design a neural network architecture 
based on TensorFlow mechanisms using the error backprop-
agation algorithm for recognizing handwritten digits.

3. The aim and objectives of the study

The goal of our research is to design a fully connected 
neural network using TensorFlow mechanisms, applying the 
error backpropagation algorithm for recognizing handwrit-
ten digits. This will make it possible to build a model with 
high recognition accuracy.

To achieve the goal, the following tasks are set:
– to design the neural network architecture: determine 

the number of layers, the number of neurons, the activation 
function in each layer;

– to train the model according to the algorithm of error 
backpropagation: using the computational graph, calculate 
the partial derivatives according to the parameters of the 
model layers with respect to the cross-entropy function, then 
use the obtained gradients in the gradient descent algorithm;
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Software:
1. TensorFlow: the TensorFlow framework is used to 

implement the neural network, which provides a conve-
nient interface for constructing and training deep learn-
ing models.

2. Jupyter Notebook: an interactive environment used 
for step-by-step experimentation and visualization of 
results.

3. Python Libraries: Additional libraries such as 
NumPy, Matplotlib, and Pandas are used to work with 
data, visualize, and analyze results.

Hardware:
1. Computer:
– a processor with high speed and support for instruc-

tions used for calculations in deep learning (for example, 
Intel Core i7 or Intel Core i9);

– sufficient amount of RAM (minimum 16 GB).
2. Graphics processor (GPU), modern video cards.
3. Other components, namely: Internet connection for 

downloading libraries and data, high-resolution monitor.
Conditions for the experiment and validation:
1. Training and test data: The study was conducted on 

defined training and test data sets to ensure objectivity of 
the results. The MNIST dataset was used for training, which 
was created from several datasets of scanned documents 
from the US National Institute of Standards and Technology 
(NIST). Hence the name of the data set, the modified NIST 
data set, or MNIST [18].

Digit images are taken from random scanned documents, 
size normalized and centered. These transformations make 
the dataset suitable for model evaluation, allowing the 
developer to focus on machine learning with minimal data 
preparation. Each image is a 28 by 28-pixel square (784 pix-
els in total). A standard dataset is used for model evaluation 
and comparison, where 60,000 images are used to train the 
model and a separate set of 10,000 images is used to validate 
it. So, there are 10 numbers (from 0 to 9), or 10 classes, to 
predict.

2. Model validation and evaluation:
– accuracy metrics: we used metrics such as accuracy, 

loss function to evaluate model performance;
– cross-validation: cross-validation was applied to check 

the stability and generalizability of the model.
3. The behavior of the loss and accuracy functions for the 

training and test data sets during training was studied.
4. Visualization of results: examples of correct and 

incorrect recognition are visualized to analyze the 
model’s performance.

5. Results of model construction studies

5. 1. Architecture of the model
The following neural network structure is pro-

posed. Each image with a size of 28×28 pixels is 
stretched into a vector with a size of 784 elements and 
transferred to the first layer of 128 neurons. Each neuron in 
this layer has a ReLU activation function. Next is the output 
layer with the Softmax activation function.

Thus, the output that takes the largest value is the num-
ber represented in the image (Fig. 1).

For example, if у2 takes the largest value, then the num-
ber 2 is displayed. If у2 takes the largest value, then the 
number 1 is displayed, etc.

The following procedures are proposed for the software 
implementation of the presented neural network and its 
training for recognizing handwritten digits. First, the nec-
essary modules are imported (Fig. 2).

TensorFlow is a specialized library for calculations using 
data flow graphs (graph nodes are mathematical operations, 
edges are multidimensional data arrays). In this library, par-
allel calculations on the GPU are available after installing the 
necessary drivers and setting special parameters. Keras is a 
library for building deep learning neural networks that pro-
vides a high-level application programming interface (API) 
that uses TensorFlow as a backend. Next, the training and test 
samples are loaded. x_train contains the images that will be 
fed to the input. The size of each image is 28×28 pixels. Each 
pixel is represented by a value between 0 and 255. The next 
step is to normalize these images by representing them as 0 
to 1 and converting these images into a single vector. That 
is, x_train will be a training dataset consisting of vectors of 
length 784 elements. The following transformation is done 
using the reshape() and to_categorical() functions. Similar 
actions were performed for the test sample x_test (Fig. 3).

It is also necessary to transform the vector y_train. Ini-
tially, this vector contains only numbers. The numbers are 
converted to the original data format (Fig. 4).

Fig. 4 shows examples of representing a number in the form 
of a vector. For example, the number 5 corresponds to a vector 
consisting of ten elements, in which there is a unity in the corre-
sponding place, and zeros in other places. Similar actions occur 
for other numbers. The transformation is performed using the 
function y_train=to_categorical(y_train, 10).

 

 
  

Fig.	1.	Neural	network	architecture

 

 
  

Fig.	2.	Imported	libraries

 

 
  Fig.	3.	Normalization	of	input	data
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After data preparation, you can create a model of a 
fully connected neural network layer. This is implemented 
using the DenseNN(tf.Module) class and the _call_(self, x) 
method. In class DenseNN(tf.Module) the function acti-
vate=’relu’ is added in the constructor and this type self.
activate=activate is stored in the local properties. In the 
call_(self, x) method, we form the initial weight coeffi-
cients self.w, self.b depending on the size of the vector x. 
It is executed once. Next, the input sums on each neuron 
y=x@self.w+self.b were calculated, and these sums were 
passed through the corresponding activation functions. If 
the parameter self.activate==‘relu’ then the ReLU func-
tion is selected. If the parameter self.activate==‘softmax’ 
then the Softmax function is selected. The ReLU and 
Softmax functions are built-in in TensorFlow, you can 
access them using the following constructs tf.nn.relu(y), 
tf.nn.softmax(y) (Fig. 5).

The Softmax activation function is used at the output layer 
to convert the output values into probabilistic values and makes 
it possible to select one class out of 10 as the output model 
prediction.

It is worth noting that the number of connections in the 
first layer is 784×784, in the second layer – 128×10.

5. 2. Model training
Now you need to train the neural network, that is, find 

the values of the parameters of the weighting coefficients 
using the gradient descent algorithm. To do this, you need to 
set the loss function. In classification tasks with more than 
two classes, one can apply categorical cross-entropy, which is 
built into the TensorFlow package. An optimizer for gradient 
descent should be defined: tf.optimizers.Adam(learning_
rate=0.001). The set learning step is 0.001 (Fig. 6).

A generic SequentialModule class is defined here, con-
taining two fully connected layers of 128 and 10 neurons, 
respectively. The _call_ function sequentially calls these layers 
and returns the result of the model. This representation is con-
venient because it is possible to work with the neural network 
as a single model.

It is worth noting that y_true and y_pred are sets of 
one-dimensional batch_size vectors, that is, the cross_entropy 
function will be applied to the data set as a whole, not to a single 
observation. Since the goal is to have a single, specific number 
as the result, all values for each observation in the batch are 
averaged using the reduce_mean() function.

It is necessary to determine the parameters of the model 
necessary for training (Fig. 7).

After splitting and shuffling the sample, the process of 
training the model is initiated (Fig. 8).

 

 
  

Fig.	4.	Representation	of	vector	y_train

 

 
  Fig.	5.	Model	of	a	fully	connected	layer	of	a	neural	network 

 
  Fig.	6.	Applications	of	categorical	entropy
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The first cycle is over epochs, and the second over 
samples of batch_size from the random observations of 
the training sample. The gradients for the weights were 
then calculated and modified using apply_ gradients() for 
the parameters of both model layers. As a result, the loss 
function goes to zero.

5. 3. Study of patterns of loss and accuracy func-
tions

We calculated values of loss and accuracy functions 
for training and test data sets. After analyzing the results, 
it can be concluded that the accuracy function for both 
sets increases during training, and the loss function for 
these sets decreases. There is no effect of model retrain-
ing (Fig. 9, 10).

After 20 training epochs, the loss function is 0.105 and 
the image recognition accuracy is 0.976, which is compa-
rable to human recognition ability.

5. 4. Assessment of model performance
The assessment was carried out using a classification 

report (Fig. 11).

 

 
  Fig.	7.	Auxiliary	parameters	for	building	a	neural	network

 

 
  Fig.	8.	Model	training	cycle

 

 
  

Fig.	9.	Precision	plot	for	training	and	test	sampling

 

 
  

Fig.	10.	Plot	of	the	loss	function	of	the	training	and	test	sample

 

 
  Fig.	11.	Model	performance	report
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The model has high accuracy (precision), completeness 
(recall) for all classes. Individual and average F1 values are 
also high, indicating balanced precision and recall. Both the 
macro avg and weighted avg are high, indicating that the 
model is stable across the entire data set. The overall accura-
cy of the model is 0.97, which is also a high value.

5. 5. Visualization of results
The results are visualized by outputting correctly recog-

nized images. There are also images that are recognized with 
an error (Fig. 12).

Fig. 12 shows that even vaguely written numbers are rec-
ognized correctly. There are also falsely recognized images.

6. Discussion of results of the model construction research

As a result of the study, a model was built using Tensor-
Flow mechanisms. After 20 training epochs, the accuracy 
for the training data set is 0.9808 and for the test data set is 
0.976. In addition, the loss function for the training data set 
is 0.0704, and for the test data set – 0.105 (Fig. 9, 10).

According to the classification report, the model has 
high precision for all classes from 0.94 to 0.99, recall for all 
classes from 0.94 to 0.99. Individual and average F1 values 
are also high, indicating balanced precision and recall. The 
average values of macro avg and weighted avg are high, 
which indicates the stability of the model in the entire data 
set (Fig. 11). In general, the model performs very well for all 
classes, and it can be considered that it effectively solves the 
problem of digit classification.

These results indicate that the model was effectively 
trained on the training data and shows high accuracy on the 
test data, suggesting its ability to generalize information on 
new examples.

Visualization of the recognition results confirms that 
the model correctly recognizes even vaguely written num-
bers (Fig. 12).

Our results can be explained by the peculiarity of the model 
architecture, the optimal selection of hyperparameters, and 
the use of an error backpropagation algorithm, which was not 
explicitly prescribed. It can be concluded that machine learning 
algorithms are easily implemented through the computational 
graph in TensorFlow. As a result, the model has a fairly high 
accuracy of image recognition (Fig. 11).

The features of the proposed method and our results are 
as follows. Unlike models built using the Keras library and 
convolutional layers and therefore have high accuracy, 
for example, as in [11, 13], the research model is built on 
the basis of TensorFlow mechanisms and has an accuracy 
comparable to human recognition ability. At the same 
time, the model learns quickly, which is important. This 
result became possible thanks to the features of the model 
construction listed above. Unlike the model in [12], which 
has an accuracy of approximately 0.98 and a loss function 
of 0.026, this neural network has a clear architecture, high 
accuracy, and recall for all classes from 0.94 to 0.99. The 
model in [12] also has signs of overtraining. The features 
of the research model, in contrast to the results reported 
in [19], where an autoencoder was built for recognizing 
handwritten digits using Keras, are in the construction of 
the original architecture using TensorFlow mechanisms, 
the selection of hyperparameters, and, as a result, obtain-
ing high recognition accuracy.

This study has certain limitations that may affect its 
applicability, reproducibility, and stability of results. Some 
potential limitations include:

1. The recognition of handwritten digits is limited by 
the fact that the model was trained on a specific data 
set (MNIST). Extending the application to other types of 
handwriting may require additional training on relevant data.

2. The performance of the model may depend on the in-
put conditions, such as the quality of scanning or the quality 
of handwritten digits. The model may not give optimal re-
sults under unknown or non-standard conditions.

 b 

Fig.	12.	Results	of	image	recognition:	a	–	correctly	
recognized	numbers;	b	–	erroneously	recognized	numbers

 

 
 

 

 
 a 
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3. Reproducibility of results can be a problem if all train-
ing parameters are not specified, such as random initializa-
tion of weights and limited resources to reproduce exactly 
the same experiment.

4. The model may be sensitive to changes in the input 
data, such as large changes in handwriting style or the ad-
dition of noise.

Understanding these limitations makes it possible to 
adequately use and improve the model, taking them into 
account when applying them to real conditions and tasks.

Disadvantages of this study:
1. Homogeneity of data. The model is trained exclusively 

on handwritten digits from the MNIST dataset, which may 
make it less effective at recognizing other writing styles. To 
eliminate it, it is possible to expand the data set by adding 
other sources of handwritten digits or applying the previous 
techniques on different data sources.

2. Using TensorFlow can lead to high resource consump-
tion, especially with large amounts of data. To eliminate pos-
sible optimization of the code, the use of distributed learning 
on clusters of graphics processing unit (GPU) or hardware 
acceleration to optimize calculations.

3. The model is limited to digit recognition and its appli-
cation is limited in other scenarios. It is possible to extend 
the tasks of the model to the classification of other objects or 
the recognition of other languages.

The development of this research can be as follows:
1. Extending the work of the model to other types of data 

other than numbers, for example, handwritten text.
2. Multiclass classification. Extending the classification 

to more than one class (numbers).
3. Development of methods for automatic hyperparame-

ter selection and model optimization.
Difficulties you may encounter along the way:
1. Adapting the model architecture to work with more 

diverse data may require new training techniques and cor-
rections to avoid overtraining.

2. The impossibility of predicting how the model will 
react to the classification of other objects, the question of 
evaluating the results in a multiclass context.

3. Devising an effective automated process can be chal-
lenging, as each task may require a unique approach.

7. Conclusions 

1. As a result of our research, an original neural network 
architecture was designed using TensorFlow mechanisms, 
consisting of two layers, the first layer contains 128 neurons, 
the second layer – 10 neurons, with ReLU and Softmax acti-
vation functions, respectively.

2. The model was trained using the error backpropaga-
tion algorithm, which was not explicitly specified, with an 
overall accuracy of 0.97.

3. The values of the loss and accuracy functions for the 
training and test data sets were calculated. It is concluded 
that the accuracy function for both sets increases during 
training, and the loss function for these sets decreases. There 
is no effect of model retraining. Plots of precision and loss 
functions for the training and test samples were constructed. 
After 20 training epochs, the accuracy for the training data 
set is 0.9808 and for the test data set is 0.976. Also, the loss 
function for the training data set is 0.0704 and for the test 
data set is 0.105.

4. The performance of the model was evaluated. The 
report confirms that the model is effectively trained on the 
training sample and has high accuracy on the test sample. 
The model has high accuracy for all classes from 0.94 to 
0.99, completeness for all classes from 0.94 to 0.99. Individ-
ual and average F1 values are also high, indicating balanced 
precision and recall. The average values of macro avg and 
weighted avg are high, indicating the stability of the model 
across the entire data set.

5. The results of the model are visualized; they demon-
strate that the model correctly recognizes even vaguely 
written numbers.
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