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ABSTRACT

In oncology diagnostic systems, images of cells obtained from breast biopsy are often identified by statistical and geometric fea-
tures. To classify the values of these features, presented, in particular, in the Wisconsin Diagnostic Breast Cancer dataset, a naive
Bayesian classifier, the k-nearest neighbor’s method, neural networks, and ensembles of decision trees were used in the literature. It
is noticed that the classification results obtained with using these methods differ mainly within the limits of the statistical error. This
is related to the selection of the classifier which is determined by the shape of the clusters and the presence of data outliers. They are
significantly affected by data preparing, in particular, the method of normalization of the feature values. Normalization is defined as
transforming the values of features to a certain interval. The difference in the intervals of feature values can lead to implicit
weighting of features in their classification. After feature extraction and normalization, a set of data belonging to the same class may
be divided into several clusters as a result of feature space distortion. To separate such data into one class, the distance between them
must be greater than the internal scatter of data in each of the clusters. Therefore, in addition to normalization, data preparing can
include decorrelation and orthogonalization of features, using, e.g., principal component analysis which selects feature projections
with better class separation. So to improve the quality of classification, in the article the data preparation methods are used, namely
data normalization methods and data analysis using principal components. It is shown that it is advisable to use the standard, robust,
or minimax normalization of cell feature vectors if the k-nearest neighbor’s classifier or a naive Bayesian classifier is selected. If the
classification of cell feature vectors in breast biopsy images was carried out using an ensemble of decision trees, the use of normali-
zation did not improve the quality of the classification. It is advisable to reduce the dimension of the feature space by analyzing the
principal components only for the k-nearest method. When using a naive Bayesian classifier and ensembles of decision trees, the
transition to principal components reduces the quality of the classification. The results obtained in the article allow choosing the pre-
paring data methods for a specific problem.
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INTRODUCTION to determine the difference between early-stage
cancer cells and healthy cells. Reliable diagnosis of
oncology at an early stage is contributed by the use
of medical diagnostic systems.

The quality of classification of breast tissue
cells into benign and malignant ones is significantly
affected by the selection of features of these cells,
which depends on the experience of the researcher,
and the selection of the classifier of the values of
vectors of cell features [3].

World Health Organization statistics show that
breast cancer is the leader among female oncological
pathologies. Early detection of the disease will help
to change the situation, because in the first stage,
breast cancer is cured in 95 % of women. However, it
is rather difficult for a doctor to notice small changes
in the structure of cells; therefore, medical diagnostic
systems are used to detect cancer cells and increase
the reliability of the diagnosis [1, 2].

The basis of breast cancer biopsy diagnosis is 1. ANALYSIS OF RECENT RESEARCH AND
the comparison of cancer cells with normal breast PUBLICATIONS
tissue and the classification of these cells into ma-
lignant and benign. The more similar the type of
cancer cells is to the cells and the better the progno-
sis. The extensive type of normal cells, the slower
the growth of cancer practical experience in deter-
mining the results of a biopsy is required

High values of the average probability of correct
classification can be achieved by the geometric and
statistical features of cell nuclei, described, for exam-
ple, in [4].

Test data obtained by determining these fea-
tures for images of breast tissue, for example, are
included in the Wisconsin Diagnostic Breast Cancer
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(WDBC) and Wisconsin Prognostic Breast Cancer
databases. A number of papers are devoted to the
classification of these data. In [5, 6], [7] for pro-
cessing WDBC data, a naive Bayes classifier, a sup-
port vector machine (SVM) and a decision tree, as
well as neural networks [6] and the k-nearest neigh-
bors method [7] were used.

The best quality of data processing, which was
assessed by the average probability of correct classi-
fication, was shown by the SVM (0.9699 in [5];
0.9684 in [6]; 0.9713 in [7]).

In [8], subsets of data with independent fea-
tures, with strongly correlated features, and with
weakly correlated features were selected from the
WDBC data set. Logistic regression, naive Bayes
classifier, SVM, k-nearest neighbors, decision tree,
random forest, and rotational forest were applied to
these data subsets.

The highest probability of correct classification
was obtained by using independent features in com-
bination with logistic regression (0.9806), SVM
(0.9649), k-nearest neighbors (0.9649) and rotational
forest (0.9740).

In [9], the k-nearest neighbors, single-layer per-
ceptron, multilayer perceptions, and SVM were used
to classify data from the same test base.

The better values of the average probability of
correct classification are obtained for the SVM
(0.9773), single-layer perceptron with entropy loss
function and Softmax activation function (0.9737),
multilayer perceptron (0.9693).

2. STATEMENT OF THE PROBLEM AND
THE AIM OF THE RESEARCH

Note that the presented results of WDBC data
classification differ within the statistical error, since
the selection of the classifier is determined by the
shape of the clusters and the data outliers. The shape
of clusters and the data outliers are significantly af-
fected by data preparing, in particular, the method of
normalization of the feature values. Normalization is
defined as transforming the values of features to a
certain interval [10, 11]. The difference in the inter-
vals of feature values can lead to implicit weighting
of features in their classification. After feature ex-
traction and normalization, a set of data belonging to
the same class may be divided into several clusters
as a result of feature space distortion. To separate
such data into one class, the distance between them
must be larger than the internal scatter of data in
each of the clusters.

The aim of this paper is a comparative analysis
of methods for normalizing feature vectors of cell

images obtained as a result of breast biopsy in order
to improve the quality of cell classification into ma-
lignant and benign when developing a medical diag-
nostic system.

3. METHODS OF DATA PREPARING IN THE
BREAST CANCER DIAGNOSTIC SYSTEM

Methods of data normalization

Data normalization is performed by various
methods, the most common of which are the follow-
ing [10, 11]. The standard normalization is deter-
mined by the formula

Zi = (Xif E(Xi))/ci ,

where: X is the original non-normalized feature
value; z; is the new value of the feature xi; E(xi) is
mean sample value of the feature xi; oi is standard
deviation of the feature xi; i=1, ..., n; n is a number
of object features.

Applying standard normalization ensures that
for each feature, the mean is 0 and the variance is 1,
resulting in all features being on the same scale.
However, this normalization does not guarantee the
obtaining of any specific minimum and maximum
feature values.

Robust normalization is similar to standard
normalization in that it will result in features having
the same scale. However, robust normalization ap-
plies the median and quartiles instead of the mean
and variance. This allows robust normalization to
ignore data points that are very different from the
rest, outliers due to, for example, measurement er-
rors.

Minimax normalization transforms the data in
such a way that all features are strictly in the range
from 0 to 1. It is determined by the formula [point
out]

Zi = (Xi— Xmin |)/ (Xmax i — Xmin i)y

where Xmin i is the minimum value of the feature x;,
Xmaxi 1S the maximum value of the feature xi.

Feature vector normalization transforms each
data point so that the feature vector has unit Euclide-
an length.

The feature value is divided by feature vector
length using the formula [point out]

zi = Xil |||,

where ||x|| is the norm of the feature vector x.

Such normalization is applied when the direc-
tion (but not the length) of the feature vector is im-
portant.
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Data analysis using principal components

In the article also researched the expediency of
reducing data dimension using principal component
analysis, which is performed as follows [13, 14].

Let Z be a matrix of the normalized feature val-
ues for breast tissue images. The columns of this
matrix correspond to the features; the rows contain
the values of the feature for each image of breast
tissue cells. To extract the principal components, the
Z matrix is first centered, resulting in the Zo matrix.

Next, for the matrix Zo, the covariance matrix A
is calculated as A = (1/m)Zo"Zo, where m is the num-
ber of objects.

The eigenvectors of the matrix A are deter-
mined from the equation (A-Al)v = 0, where | is the
identity matrix, v isthe eigenvector and A is the
eigenvalue of the matrix A.

The p largest eigenvalues of the matrix A are
selected and the corresponding p eigenvectors are
constructed principal component matrix V.

Matrix V determines new features W=2V, where
W is a matrix of new feature values obtained as a
result of principal component analysis for images of
breast cells.

4. RESEARCH OF THE DATA PREPARING
METHODS IN THE BREAST CANCER
DIAGNOSTIC SYSTEM

The research was performed for the dataset from
the UC Irvine machine learning repository from the
WDBC catalog [15, 16]. This data set included 569
examples of cell images, of which 212 were malig-
nant tumor cell images and 357 were benign tumor
cell images. Each of the examples was described by
a vector of 34 features and represented observational
data for one case of a breast tumor. These image fea-
tures obtained as a result of breast biopsy were
formed as follows [4].

At first the characteristics were calculated for
each cell nucleus in the image, namely:

1) radius (average distance from the center of the
cell nucleus to points along the perimeter);

2) texture (standard deviation of cell nucleus pix-
el intensity);

3) perimeter P of the cell nucleus;

4) area S of the cell nucleus;

5) smoothness (local change in the radius of the
cell nucleus);

6) compactness (P?%/S — 1);

7) concavity (the severity of the concave parts of
the contour of the cell nucleus);

8) concave points (the number of concave parts
of the contour of the cell nucleus);

9) symmetry;

10) fractal dimension of the contour of the cell
nucleus [4].

Then, for each cell image, the mean, standard
deviation, and mean of the three highest values of
these characteristics were calculated. As a result, 30
features were obtained.

In addition, the data set contained 2 more fea-
tures (tumor size in cm and the number of affected
lymph nodes) and a target feature characterizing the
tumor as benign or malignant.

The problem was to classify the tumor as be-
nign or malignant based on the characteristics of the
nuclei of breast tissue cells.

During the experiment, the above methods of
data normalization and principal component analysis
were used, in which the proportion of the total vari-
ance of data in the original feature space was chosen
as 0.999; as a result, the dimension of the feature
space was reduced to three.

The quality of classification of cell images ob-
tained as a result of breast biopsy was compared. A
naive Bayes classifier [18], a decision tree [11], ran-
dom forest (RF) [11], completely-random tree forest
(CRTF) [19], cascade forest (CF) [20], and deep for-
est (DF) [20, 21], [22] were used. In addition the k-
nearest neighbors (KNN) method [17] with a differ-
ent number of nearest neighbor’s k in the range
1...10, was researched. The random forest and the
completely-random tree forest included 100 trees
each. The cascade forest was formed from two ran-
dom forests and two completely-random tree forests,
each forest included 1000 trees.

The deep forest consisted of a multi-grained
scanning using a random forest (30 trees) and a com-
pletely-random tree forest (30 trees), as well as a cas-
cade forest of the similar structure. The parameter
was also the minimum number of examples needed to
split a non-leaf tree node. For a cascade forest, it was
selected as 21, for multi-grained scanning it was se-
lected as 11. Multi-grained scanning was performed
by three sliding windows of size 1/4, 1/9, 1/16 of the
number of examples of the training set.

The quality of classification by the researched
methods in comparison with the labeling of data by
an expert was estimated by values of TP (the proba-
bility of a true positive decision, tumor is malig-
nant), TN (the probability of a true negative deci-
sion, tumor is benign) and Accuracy which is the
average probability of the correct classification
(arithmetic mean of TP and TN) [16, 23], [24]. The
dependence of TP, TN and Accuracy on the method
of normalization of the WDBC data was researched.
Data were classified without normalization, after
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standard normalization, after robust normalization;
after minimax normalization and after normalization
of the feature vector.

5. EXPERIMENTAL RESULTS AND
DISCUSSION

A diagram of TP, TN, Accuracy values
depending on the method of data normalization and
on the classifier is shown on Fig. 1 and Fig. 2. The
training set volume is 80 % of the data, and the test
set volume is 20 % of the data.

Analyzing the obtained results (Fig. 1 and
Fig.2), we note that when classifying data from the
WDBC test database, decision tree ensembles work
better if the dimensionality reduction has not been
applied.

The selection of normalization method does not
significantly affect the average probability of correct
recognition for ensembles of decision trees. This is
due to the fact that data processing for each feature
is analyzed by decision trees separately, and the fea-
tures can be measured on different scales, in particu-
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Fig. 1. Results of WDBC data classification after feature values normalization:
a—diagram of TP;
b — diagram of TN;

¢ — diagram of Accuracy depending on the method

of normalization the initial data of the test base

using classifiers:
1 — k-nearest neighbors (k=2); 2 — k-nearest neighbors (k=6); 3 — k-nearest neighbors (k=10);

4 — naive Bayes; 5 — decision tree; 6 — random

8 — deep forest; 9 —

forest; 7 — completely-random tree forest;
cascade forest

Source: compiled by the authors
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Fig. 2. Results of WDBC data classification after feature normalization and
principal component analysis
a—diagram of TP;
b — diagram of TN;
¢ —diagram of Accuracy depending on the method of normalization of the test data
using principal component analysis and classifiers:
1 — k-nearest neighbors (k=2); 2 — k-nearest neighbors (k=6); 3 — k-nearest neighbors (k=10);
4 — naive Bayes; 5 — decision tree; 6 — random forest; 7 — completely-random tree forest;

8 — deep forest; 9 — cascade forest
Source: compiled by the authors

For the rest of the classifiers under research, it is
advisable to use normalization; it improves the quality
of classification. And it is advisable to apply the nor-
malization either standard, or robust, or minimax.
These normalization methods showed similar results
in terms of classification quality. The average proba-
bility of correct classification by k-nearest neighbors
and naive Bayes classifier improves by 4-10 % when
using standard, robust, or minimax normalization.

It should also be noted that most likely the data
do not contain outliers and noisy observations, since
in this case robust normalization would be preferable
to standard or minimax normalization in terms of
classification quality. In addition, the normalization

method did not significantly affect the choice of the
number of nearest neighbors.

Reducing the dimension of the feature space by
the principal component analysis with increasing
efficiency reduces the quality of classification for all
researched classifiers, except for the k-nearest
neighbors method.

Thus, the average probability of correct classifi-
cation without applying normalization to the WDBC
data was reduced by 5-11 % after the dimensionality
reduction. When using standard, robust, minimax
normalization the average probability of correct clas-
sification was reduced by 3-13 %, 2-13 %, 5-11 %,
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Table 1. Values of classification quality indexes
depending on the method of normalization of the
initial data of the test base

Classifier | TP | TN | Accuracy

Without normalization

RF 0.9429 0.9792 0.961

CRTF 0.9524 0.9847 0.9686

DF 0.9452 0.9792 0.9622

CF 0.9452 0.9778 0.9615
Standard normalization

KNN (k=8) 0.9476 0.9833 0.9654

KNN (k=9) 0.9405 0.9889 0.9647

CRTF 0.9524 0.9847 0.9686

DF 0.9571 0.9861 0.9716

Robust normalization

KNN (k=3) 0.9476 0.9889 0.9683

KNN (k=6) 0.9548 0.9833 0.9690

CRTF 0.9524 0.9847 0.9686

DF 0.9500 0.9861 0.9681
Minimax normalization

KNN (k=7) 0.9452 0.9889 0.9670

KNN (k=8) 0.9548 0.9819 0.9684

KNN (k=10) 0.9524 0.9889 0.9707

CRTF 0.9524 0.9847 0.9686

Feature vector normalization

RF 0.931 0.9833 0.9572

CRTF 0.9452 0.9861 0.9657

DF 0.9351 0.9792 0.9574

CF 0.9524 0.9792 0.9658

Source: compiled by the authors

respectively, when using the normalization of fea-
ture vectors the average probability of correct classi-
fication was reduced by 5-20 %.

Especially the quality decreases for the Bayesian
classifier (by 8-11 %) and the cascade forest (by 9-
20 %), depending on the normalization method used.
For ensembles of decision trees, the decrease in the
quality of classification after the principal compo-
nent analysis is possibly due to the fact that subsets
of features are used in the construction of decision
rules for decision trees, and the reduction in the di-
mension of the feature space limits the options for
constructing such subsets.

Table 2. Values of classification quality indexes
depending on the method of normalization of the
initial data of the test base when using the

principal components

Classifer | TP | TN | Accuracy
Without normalization
KNN (k=6) 0.8952 0.9514 0.9233
KNN (k=8) 0.8857 0.9583 0.9220
KNN (k=10) 0.8833 0.9625 0.9229
CF 0.8833 0.9778 0.9201
Standard normalization
KNN (k=4) 0.9524 0.9750 0.9637
KNN (k=8) 0.9476 0.9833 0.9654
KNN (k=9) 0.9405 0.9889 0.9647
KNN (k=10) 0.9429 0.9861 0.9645
Robust normalization
KNN (k=3) 0.9476 0.9889 0.9683
KNN (k=4) 0.9595 0.9792 0.9693
KNN (k=6) 0.9548 0.9833 0.9690
KNN (k=8) 0.9452 0.9875 0.9664
Minimax normalization
KNN (k=3) 0.9476 0.9847 0.9662
KNN (k=7) 0.9476 0.9889 0.9683
KNN (k=8) 0.9548 0.9819 0.9684
KNN (k=9) 0.9429 0.9903 0.9666
Feature vector normalization
KNN (k=6) 0.8619 0.9556 0.9087
RF 0.8667 0.9542 0.9104
CRTF 0.8548 0.9722 0.9135
CF 0.8571 0.9722 0.9146

Source: compiled by the authors

In addition, the experiment showed that before
reducing the dimension of the feature space for all
the classifiers under research, it is more expedient to
use minimax normalization, this leads to a smaller
decrease in the quality of the classification.

The analysis of the results of the experiment
can be used by the researcher in solving other specif-
ic data processing problems to select the method of
data normalization and assess the feasibility of re-
ducing the dimension of the feature space.

In Table 1 and Table 2 some of the values of
TP, TN, Accuracy which provide a higher quality of
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classification are shown. They are used in the con-
struction of diagrams on Fig. 1 and Fig. 2.

CONCLUSION

As a result of the analysis of the literature, the
main methods were identified that are used to classi-
fy the images of cells presented by statistical and
geometric features obtained as a result of a breast
biopsy. The calculated values of these features are
included in the Wisconsin Diagnostic Breast Cancer
test database. In particular, the Naive Bayes classifi-
er, k-nearest neighbors, neural networks, and ensem-
bles of decision trees have been used in the litera-
ture. It has been observed that the classification re-
sults obtained using these methods generally differ
within the limits of statistical error. Therefore, to
improve the quality of classification, it was decided
to use data preparation methods. Namely, it is rea-
sonable to select a data normalization method and
analyze the data using principal components.

The experiment showed that when elaborating
systems for medical diagnosis of breast oncology
based on biopsy results, it is advisable to use stand-
ard, robust or minimax normalization of cell feature
vectors, if the k-nearest neighbor’s classifier or the
naive Bayes classifier is selected. If the classifica-
tion of cell feature vectors in breast biopsy images
was performed using an ensemble of decision trees,
the use of normalization did not improve the quality
of the classification.

It is expedient to reduce the dimension of the
feature space by analyzing the principal components
only for the k-nearest neighbors classifier. When
using a naive Bayes classifier and decision trees, the
principal component analysis reduces the quality of
the classification.

The results obtained in the article allow choosing
the preparing data methods for a specific problem.

REFERENCES

l.Yan, R., Ren, F., Wang, Z., Wang, L., Zhang, T., Liu, Y., Rao, X., Zheng, C. & Zhang, F. “Breast
cancer histopathological image classification using a hybrid deep neural network”. Publ. Methods. 2020;
Vol. 173: 52-60. DOI: https://doi.org/10.1016/j.ymeth.2019.06.014.

2. Ruvinskaya, V. M., Shevchuk, I. & Michaluk N. “Models based on conformal predictors for
diagnostic systems in medicine”. Applied Aspects of Information Technology. 2019; Vol. 2 No. 2: 127-137.

DOI: https://doi.org/10.15276/aait.02.2019.4.

3. Hameed, Z., Zahia, S., Zapirain, B. G. & Anda, J. J. “Breast cancer histopathology image
classification using an ensemble of deep learning models”. Publ. Sensors. 2020; Vol. 20 No. 16: 4373-4390.

DOI: https://doi.org/10.3390/520164373.

4. Sakri, S. B., Rashid, N. B. & Zain, Z. M. “Particle swarm optimization feature selection for breast

cancer recurrence prediction”. IEEE

DOI: https://doi.org/10.1109/ACCESS.2018.2843443.

Access.

2018; Vol. 6: 29637-29647.

5. Aruna, S., Rajagopalan, S. & Nandakishore, L. “Knowledge based analysis of various statistical tools

in  detecting  breast cancer”.  Comput.
DOI: https://doi.org/10.5121/csit.2011.1205.

Sci. Inf.

Technol. 2011; Vol.2: 3745,

6. Chaurasia, V. & Pal, S. “Data mining techniques: To predict and resolve breast cancer survivability”.
Int. J. Comput. Sci. Mob. Comput. 2014; Vol. 3 No.1: 10-22.

7. Asri, H., Mousannif, H., Al Moatassime, H. & Noel, T. “Using machine learning algorithms for
breast cancer risk prediction and diagnosis”. Procedia Comput. Sci. 2016; Vol. 83: 1064-1069.

DOI: https://doi.org/10.1016/j.procs.2016.04.224.

8. Ak, M. F. “A comparative analysis of breast cancer detection and diagnosis using data visualization

and machine learning applications”.
DOI: https://doi.org/10.3390/healthcare8020111.

Healthcare.

2020; Vol.8 No.2: 111-134.

9. Agarap, A. F. M. “On breast cancer detection: An application of machine learning algorithms on the
Wisconsin diagnostic dataset”. In: Proceedings of the 2nd International Conference on Machine Learning
and Soft Computing. 2018. p. 5-9. DOI: https://doi.org/10.1145/3184066.3184080.

10. Nikulin, V. N., Kanishchev, I. S. & Bagaev, 1. V. “Methods of balancing and normalizing data to
improve the quality of classification” (in Russian). Computer Tools in Education. 2016; No. 3: 16-24.

11. Miiller, A. & Guido, S. “Introduction to machine learning with Python. A guide for data scientists”
(in Russian). Publ. llc aLFA-KNIGA. St. Petersburg: Russian Federation. 2017. 480 p.

12. Haikin, S. “Neural networks: a complete course” (in Russian). Publ. Williams. Moscow: Russian

Federation. 2006. 1104 p.

ISSN 2617-4316 (Print)
ISSN 2663-7723 (Online)

Computer Systems and Cybersecurity 61


https://doi.org/
http://aait.ccs.od.ua/index.php/journal/issue/view/4
https://doi.org/
https://doi.org/
https://doi.org/
http://dx.doi.org/10.1109/ACCESS.2018.2843443
https://doi.org/
http://dx.doi.org/10.5121/csit.2011.1205
https://doi.org/
https://doi.org/10.1016/j.procs.2016.04.224
https://doi.org/
https://doi.org/

Applied Aspects of Information Technology 2022; Vol. 5 No.1: 55-63

13. Gonzalez, R. C. & Woods, R. E. “Digital Image Processing (3rd Edition)”. Publ. Prentice Hall.
New York: USA. 2008. 954 p.

14. Mokeev, V. V. & Solomakha, K. L. “On the use of the principal component method for the analysis
of enterprise activity” (in Russian). Bulletin of Soth Ural State University. Series “Economics and
Management”. 2013; Vol. 7 No. 3: 41-46.

15. “Breast Cancer Wisconsin (Diagnostic) Data Set”. 2019. - Available from:
http://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+%28Diagnostic%29. — [Accessed: 21 Feb.
2021].

16. Bataineh, A. A. “A comparative analysis of nonlinear machine learning algorithms for breast cancer
detection”. International Journal of Machine Learning and Computing. 2019; Vol. 9 No. 3: 248-254.
DOI: https://doi.org/10.18178/ijmlc.2019.9.3.794.

17. Stryukov, R. K. & Shashkin, A. 1. “On the modification of the nearest neighbors method” (in
Russian). Bulletin of Voronezh State University. Series “System Analysis and Information Technologies”.
2015; No.1: 114-120.

18. Subbotin, S. V. & Bolshakov, D. Yu. “Application of the Bayesian classifier for recognition of
target classes” (in Russian). Journal of Radioelectronics. 2006. No.4. — Available from:
http://jre.cplire.ru/iso/oct06/2/text.html. — [Accessed: 15 Sept. 2020].

19. Geurts, P., Ernst, D. & Wehenkel, L. “Extremely randomized trees”. Machine Learning. 2006; Vol.
63: 3-42. DOI: https://doi.org/10.1007/s10994-006-6226-1.

20. Zhou, Z.-H. & Feng, J. “Deep forest”. National Science Review. 2019; Vol.6 No.l: 74-86.
DOI: https://doi.org/10.1093/nsr/nwy108.

21. Utkin, L. V., Meldo, A. A. & Konstantinov, A. V. “Deep Forest as a framework for a new class of
machine-learning models”. National Science Review. 2019; Vol.6 No.2: 186-187. DOI: https://doi.org/
10.1093/nsr/nwy151.

22. Utkin, L. V., Konstantinov, A. V., Chukanov, V. S. & Meldo, A. A. “A new adaptive weighted deep
forest and its modifications”. International Journal of Information Technology & Decision Making. 2020;
Vol. 19 No. 4: 963-986. DOI: https://doi.org/10.1142/S0219622020500236.

23. Polyakova, M. V. & Nesteryuk, A. G. “Improvement of the color text image binarization method
using the minimum-distance classifier”. Applied Aspects of Information Technology. 2021; VVol.4. No.1: 57—
70. DOI: https://doi.org/10.15276/aait.01.2021.5.

24. Ishchenko, A. V., Polyakova, M. V. & Nesteryuk, A. G. “The technique of extraction text areas on
scanned document image using linear filtration”. Applied Aspects of Information Technology. 2019; Vol. 2
No. 3: 206-215. DOI: https://doi.org/10.15276/aait.03.2019.3.

Conflicts of Interest: the authors declare no conflict of interest

Received 10.01.2021
Received after revision 11.03.2021
Accepted 17.03.2021

DOI: https://doi.org/10.15276/aait.05.2022.5
Y]IK 004.93

MeToau HopMaJti3anii JaHUX JJIA MOKPAIICHHA AKOCTI
kiaacudikamii y cucremi JiarHOCTUKH OHKOJIOTII
MOJIOYHOI 32J103H

Mapuna Bsiuecnasisna Ionsikoa®

ORCID: https://orcid.org/0000-0001-7229-7657; marina_polyakoval@rambler.ru. Scopus Author ID: 57017879200
BikTop Muxoaaiioua Kpuiaos?

ORCID: https://orcid.org/0000-0003-1950-4690; viktor.kryilov@gmail.com, Scopus Author ID: 16202975800

) Onechkuit HalionanbHUi nostiTexHiunmit ynisepcuter, np. lllesuenka, 1. Oneca, 65044, Ykpaina

62 Computer Systems and Cybersecurity ISSN 2617-4316 (Print)
ISSN 2663-7723 (Online)


https://doi.org/
http://jre.cplire.ru/iso/oct06/2/text.html
https://doi.org/
javascript:;
javascript:;
https://doi.org/
https://doi.org/10.1093/nsr/nwy108
javascript:;
javascript:;
javascript:;
https://doi.org/
https://doi.org/10.1093/nsr/nwy108
javascript:;
javascript:;
javascript:;
https://www.worldscientific.com/worldscinet/ijitdm
https://doi.org/
https://doi.org/
https://doi.org/
https://doi.org/

Applied Aspects of Information Technology 2022; Vol. 5 No.1: 55-63

AHOTANIA

VY cucreMax JiarHOCTYBaHHS OHKOJIOTII OTpHMaHi B pe3ynibTaTi 0iomcii MOJIOYHOI 3a103U 300paskeHHs KIIITHH 4acTo ieHTH(i-
KYIOTh CTaTHCTHYHUMH 1 TEOMETPUIHUMHU o3Hakamu. st kinacudikamii 3HadYeHb IUX O3HAK, NMPEACTABICHHX, 30KpeMa, B TECTOBIH
6a3i Wisconsin Diagnostic Breast Cancer, B JiTepaTypi BHKOPHCTOBYBAJHCS HaiBHUH OaifeciBChKMH KilacudikaTop, MeTox k-
HAWOMMKYIMX CYCiaiB, HEHPOHHI Mepexki i ancamOui nepeB pimens. [TomiueHo, mo pe3ysiapraté Kiacudikaiii, OTprMaHi i3 3acTocy-
BaHHSM I[MX METOJIB, B OCHOBHOMY, BIAIPi3HSAIOTHCS B MeXax CTaTHCTUYHOI Moxubku. Ha dopMmy kimacTepiB Ta HasBHICTH BUKH/IIB
JAaHUX CYTTEBO BILTMBAE IIirOTOBKA AaHHX, 30KpeMa METO] HOpMaJi3awil 3HaYeHb iX o3Hak. I1ig HopMasi3auiero po3yMieThes Mpu-
BEJICHHS 3HAYCHb O3HAK JIO TIEBHOTO iHTepBany. Pi3HMIA B iHTEpBanax 3Ha4YCHb O3HAK MOJXKE IPU3BECTH 10 HESBHOI'O 3BAKYBAHHS
03HaK MiJ yac kiacudikamii 00’ekriB. [licns BUIIICHHS 03HAK Ta 1X HOpMalli3allil MHOXKHHA JaHHX, [0 HAJeKaTh OJHOMY KIIacy,
Moxe OyTH po30UTOIO Ha IeKiJIbKa KIIACTepiB Y pe3ysbTaTi CIIOTBOPEHHS 03HAKOBOTO IIPOCTOPY. JIIsl BUALIEHHS TaKUX JaHUX B OAUH
KJIac BiJICTaHb MiXX HUMHU Ma€ OyTH OLTBIIOIO 32 BHYTPIIIHIA PO3KHI JaHUX Y KOKHOMY 3 KiactepiB. ToMy kpiM HopMamizamii miaro-
TOBKa JJaHUX MOJKE BKIIIOYATH JAEKOPEJIALIIO Ta OPTOrOHATI3AIlI0 O3HAK, HAIIPHUKIIA[, 32 JOIIOMOT'OI0 aHaJli3y TOJOBHUX KOMIIOHEHTIB,
SIKMH 00Mpae MpoeKIil 03HaK 3 KPaIuM PO3IOAiIoM KiaciB. OTke U MiABUIIEHHS SIKOCTI Kiacudikamii B poO0Ti BHKOPHCTOBYBa-
JIECST METO# HOpMaJti3anii JaHUX 1 MEeTOJ aHawi3y JaHHX 3a JAOTMOMOTOI0 TOJOBHUX KOMMOHEHT. [oka3aHo, 110 AOLITFHO BUKOPHUC-
TOBYBAaTH CTaHAapTHE, pobdacTHe abo MiHIMaKCHE HOPMYBaHHS BEKTOPIB O3HAK KJIITHH, SIKIIO0 oOpaHuii kiacudikatop k-HailOmmkanx
cyciniB abo HaiBHuIl GaiieciBchkuil Kiacudikarop. Skiro knacudikaiis BEKTOpPiB 03HAK KIITHH Ha 300pakeHHsIX Oiorcii MOJIoYHOT
3aJ1031 MPOBOIIJIACS 32 JOIIOMOTO0 aHCaMOJIIO IepeB pillleHb, 3aCTOCYBAHHs HOpMati3alii He Jajlo MiJBUIIEHHS SIKOCTI Kiacupika-
1ii. CKopodeHHs pO3MIpHOCTI MPOCTOPY O3HAK HUIIXOM aHaJli3y FOJOBHUX KOMIIOHEHT JOIIIBHO IPOBOAUTH TUIBKK ISt MeToxy k-
HaWOMK4YMX cyciniB. [Ipu BukopucTanHi HaiBHOTO GalieciBChKOTO KilacudikaTopa i aHcaMOIIiB JepeB pilleHb Mepexil 10 TOJIOBHUX
KOMIIOHEHTIB 3HIKYE SIKicTh KinacH¢ikanii. BUKOPHCTOBYIOUH pe3yibTaTH MPOBEICHOTO €KCIIEPUMEHTY, IOCHIITHIK MOXKe BUOpaTH
METO/IH T JTOTOBKY JaHUX ISl KOHKPETHOTO 3aBJaHHs.

Knrouosi cnoea: HOpManizailiss JaHWX; aHali3 TOJOBHUX KOMITOHEHT; HaiBHUH OaeciBchkuil Kiacudikarop; meron k-
‘HaHOMIKYNX CyCiliB; aHCaMOIIi JiepeB PillicHb; KaCKaIHHUHU JIiC; TITHOOKHUH Jic
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