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DEVELOPING PARAMETRICAL CRITERION FOR REGISTERING
ABNORMAL BEHAVIOR IN COMPUTER AND
TELECOMMUNICATION SYSTEMS ON THE BASIS
OF ECONOMIC TESTS

In this article a study of malicious attacks’' detection methods of computer and telecommuni-
cation systems is conducted. The need to improve the IT models and to substantiate the choice of
criteria for assessing the abnormal behavior in computer and telecommunication systems is
revealed. The appropriateness of using the jitter of the BDS-test value as an indicator of abnormal
behavior in computer and telecommunication systems, and the percentage of deviation in the pre-
sented value from the values chosen as a result of the experiment as the grading criteria is ground-
ed.
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PO3POBKA IIAPAMETPUYHOI'O KPUTEPIIO PEECTPAIIII

AHOMAJIbHOI MOBEJIIHKA KOMIT'IOTEPHUX TA
TEJEKOMYHIKAIIMHUX CUCTEM HA OCHOBI
EKOHOMIYHUX TECTIB

Y cmammi docaidxceno memoou 6usi6.AeHHs 310MUHHUX AMAK HA KOMIL TOMEPHI ma meaexo-
MyHIKauitini cucmemu. Buseaeno neobxionicmo yoockonaaenns mooeaeil inghopmauitinux mex-
HO402Ili Ma ap2ymMeHmosanozo eubopy kpumepiié 041 OUIHIOGAHHA AHOMAAbHOI NOBEOIHKU
KoMn tTomepHux i meaexomyHnikauiiinux cucmem. Jloéedeno 00uiabHicmo GUKOPUCMAHHA Y GU2AS-
0i NOKA3HUKA AQHOMAAbHOI NOBEOIHKU KOMI TOMEPHOI Ma meAeKOMYHIKAUIiHOT cucmemu Xapax-
mepucmuku O3cummepa 3Ha4eHs exonomiunozo BDS-mecmy, a ax kpumepiii ouinroeanns — npo-
yeHmHe 6I0XUAEHHSL HABCOCHO20 NOKA3HUKA 8I0 00PAHUX 6 Pe3YAbMAmi eKcnepuMenmy 3Ha4etb.
Karouosi caosa: xkomn’romepri ma menexoMyHiKayiiHi cucmemu, anomanvia nogedinka; BDS-
mecm.
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PABPABOTKA ITAPAMETPUYECKOI'O KPUTEPUA PETUCTPALIUN

AHOMAJIBHOTI'O ITOBEAEHUA KOMIIBIOTEPHBIX U
TEJEKOMMYHUKAILIMOHHBIX CUCTEM HA OCHOBE
OKOHOMMWYECKUX TECTOB

B cmampve uccaedosanvt memoost o6napyicenus 310yMolULACHHBIX AMAK HA KOMRblOMmep-
Hble U MeieKOMMYHUKAUUOHHbIe cucmembl. Boviaeaena neobxodumocmo ycoeepuiencmeosanus
Modeaeli UHPOPMAUUOHHBIX MEXHOA02UN U AP2YMEHMUPOBAHHO20 6b100pa Kpumepues OUCHKU
AHOMAABHO20 NOBECOCHUS KOMNBIOMEPHBIX U MEACKOMMYHUKAUUOHHBIX cucmem. Jlokazana ueae-
C000pasHOCMb UCNO1b308AHUS 8 KAYECH e NOKA3AMeAsl AHOMAAbHO20 NOBCOCHUS KOMNbIOMEPHOI
U MeAeKOMMYHUKAUUOHHOU CUCMEMbL XAPAKMEPUCHIUKY 0JCUMMEPA 3HAUEHUT IKOHOMUHECKO020
BDS-mecma, a kax kpumepuii oueHKu — npoueHmnoe omK.10HeHue npuUeedeHH020 noKazamens
om GbLOPAHHBIX 6 pe3yabmane JKCNePUMeHma 3Ha4eHuil.
Karouesvie caosa: komnviomephvie u meaeKOMMYHUKAUUOHHbIE CUCIEMbl;, AHOMAAbHOE nogede-
Hue; BDS-mecm.
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Problem statement. A typical feature of contemporary development of the soci-
ety is information integration into the global world system, which is based on the use
of computer and telecommunication tools everywhere. Under these conditions, the
security of information resources from unsanctioned malicious actions and influence
of computer viruses and other vicious software is a vital task. The issue is especially
topical when solving economic security problems because if the information compo-
nent is broken it can lead to severe financial and other losses (decrease in earnings,
compromising sources, violation of commercial secret etc.).

When solving the problems related to diagnostics and security of computer infor-
mation resources, the central task is timely detection of abnormal behavior in com-
puter systems under the conditions of a virus attack.

Literature analysis (Brock et al., 1999; Goshko, 2009; Snow, 2002) shows that a
variety of specialized antivirus systems based on signature and heuristics analysis is
used to detect virus attacks. K. Kasperskiy (2006) shows that the signature method is
based on comparison, where virus is matched with a particular signature or mask. The
mask contains a number of malicious commands. A fragment of code, typical for this
kind of virus, for example, a fragment of event trapping is often used as a signature.

The benefits of signature methods are the high level of malicious software detec-
tion and small percentage of false alarms. The flaws of this method include the inabil-
ity to identify new, polymorphic and modified viruses. Additionally, signature analy-
sis requires constant update of the database.

The main disadvantage of signature methods in detecting virus attacks is related
to the inability of the system to detect attacks of unknown, as well as polymorphic and
modified viruses, this can be eliminated by implementing heuristic methods of
detecting anomalies in computer systems. The conducted research showed that the
heuristic method imitates the process of human thinking. Implementing heuristic
analysis allows us making a conclusion about the possible presence of a virus in the
program.

As a result of the work of the heuristic method, it is not the code of the suspicious
file that is analyzed, but rather its actions. A virus can copy its body into the memo-
ry, open other files and save its body there, save data to sectors of a hard drive, save or
delete data from the key registry etc. The main disadvantage of the heuristics method
is high percentage of false alarms.

The conducted research showed that the main way to eliminate the bottlenecks
is to upgrade the models of information technologies and substantiate the choice of
criteria in assessing abnormal behavior in computer and telecommunication systems.

The conducted research and literature analysis showed that a range of paramet-
rical criteria are the base for various methods of anomaly detection (online — offline,
Bayes — non-Bayes, parametrical — non-parametrical, known — unknown changes
etc.) are used as criteria for assessing abnormal behavior in computer systems by
heuristic analyzers.

It is worth mentioning that parametrical methods have more opportunities than
non-parametrical ones. They allow detecting "true anomalies” under the conditions
of fulfilling the criteria for the probability of false alarm detection.

The conducted experiments showed that the practical solution for the majority
of parametrical methods for statistical detection of anomalies in computer systems
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can be found by using the control chart method. Control charts can be applied to both
numbers as well as alternative data.

The analysis of international standards (Kazarin, 2003; Snow, 2002) showed that
control charts (for example, Shukhart's control charts, CUSUM-charts, charts of
exponentially weighted moving average, moving average charts etc.) can be used to
solve the problems (Brock et al., 1987). In this case, generally speaking, the more
input data (indicators) is available for analysis, the more precise will be the result of
assessment. However, should the model or assessment criteria be chosen wrongly, the
parametrical methods lose their key advantages, thus leading to an increased number
of false alarms.

Therefore, the conducted analysis of the existing approaches to antivirus data
security showed the necessity of an adequate choice of abnormal behavior indicators
in computer systems under the conditions of external input and the development of
grading criteria, according to the chosen indicator.

Key results. The conducted analysis showed that one of the ways of parametrical
analysis, which has great potential is BDS-festing. BDS-tests, suggested as a result of
the analysis of finance markets by economists B. Brock, W. Dechert and
J. Scheinkman in 1987, are effective methods for detecting the correspondences in
timelines and their non-linear analysis. Their goal is to differentiate I.I.D. data and
any form of functional connection to check the 0-th hypothesis H, for independence

and equal assignment of values for dynamic series & = (&1, &40, £y ), using the impor-
tance criteria for this. According to this criteria, to accept the H, hypothesis it is ne-

cessary to select the critical area G, which fulfills the condition P(g e G)=a, where

a(é,.&,,-.., &) is observation statistics, and o is the selected level of importance.
From (Uiler and Chambers, 2009) we know that the BDS-test is based on the
statistic value w(£) (BDS-statistics). The fundamental principles of mathematical

formal characterization of the BDS-testing technology as applied in informational
security facilities in computer systems are presented in (Semenov et al., 2010). The
methods of structural identification of informational flows in telecommunication
networks are examined in them. In the mentioned sources, the boundary value of

BDS-test ‘Wm‘N(El <1.96 is used as the main criteria for abnormal behavior in

computer systems (Brock et al., 1987; Kostenko et al., 2009). At the same time, the
conducted research showed that this criteria does not fully reflect the results of virus
attack influence on the aforementioned statistical indicators. Let us examine the
results of virus attacks on computer system on practical examples.

To find the possibilities and particular qualities of a computer system state's iden-
tification under virus attacks, a imitational model was developed, and its input data
was the value of CPU usage.

The model provides for the variation in the number of values in the dynamic
series N. The value of CPU usage is scanned every second and is saved in a file.

The received values of CPU usage are divided into the samples of 500 values and
are sent to the input of the analysis module, which is subjected to further processing
and analysis with the help of BDS-statistics.
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Figure 3. BDS-test values after the computer’s infection by the KillProc computer virus, authors’
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The result of the program model's work is N/500 values of the BDS-test.

Figure 1 shows the chart of BDS-test values during usual CPU usage in the
"User" mode. The chart demonstrates that the minimal value of the BDS-value is
close to 28, and the maximum value grows up to 99. Therefore, the maximum value
of the BDS-test is 3 times as big as the minimal value, and the jitter (the difference
between the maximum and the minimum) of the values reaches up to 70%.

Figure 2 shows BDS-test values during the computer's infection with the
Svchost.exe virus (svchost.exe is a safe system process in Microsoft Windows, which
is called the "Generic Host Process").

As we can see on the chart, the minimum value of the BDS-test is close to 77,
and the maximum value reaches up to 95. Therefore, the jitter is brought down to
19%. This fact can become the signal for possible infection of the computer system by
malicious software.

Similar results are deduced in an experiment, during the computer's infection
with the KillProc (Figure 3) and Kb657048.crs computer viruses (Figure 4).

In the first case, the jitter between the maximum and minimum values is not big-
ger than 20%, the second case — no more that 19%.

The conducted research showed that a variety of viruses lead to a significant
CPU usage growth. To prove this hypothesis, malicious software, imitating the work
of a fork-bomb in Windows OS, was created.

The received temporal characteristics of CPU were processed with the help of
BDS-test. The results are shown in Figure 5.
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Figure 5. Analysis results, processed by a linear program

As we can see in the experiment results, in the case of an infection of the com-
puter system by a fork-bomb, the values of BDS-test tends to infinity in most of the
cases, this can be a signal of infection of the computer system by malicious software.

Conclusions. Analysis and investigation of major economic security threats
proved the topicality of antivirus data protection. Economic tests discovered a num-
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ber of regularities which let us make a conclusion that the usage of one of them (BDS-
test) is relevant if there exists aberrant behavior (computer virus) in the system. The
conducted experiments showed the possibility of using the jitter characteristic of the
BDS-test as an indicator of abnormal behavior in computer systems. The grading cri-
teria is the deviation percentage of the shown value from the ones chosen as a result
of an experiment with the values (20—70%).

The received results can be used in planning and implementing preventing mea-
sures and detecting outside perturbations of the computer system. This will ensure the
exclusion of faults in the information sector of the economic system, which can lead
to serious financial and other consequences.
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