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NEW ORGANIZATION PROCESS OF FEATURE SELECTION
BY FILTER WITH CORRELATION-BASED FEATURES SELECTION METHOD

The subject of the article is feature selection techniques that are used on data preprocessing step before building machine learning
models. In this paper the focus is put on a Filter technique when it uses Correlation-based Feature Selection (further CFS)
with symmetrical uncertainty method (further CFS-SU) or CFS with Pearson Correlation (further CFS-PearCorr). The goal of the
work is to increase the efficiency of feature selection by Filter with CFS by proposing a new organization process of feature
selection. The tasks which are solved in the article: review and analysis of the existing organization process of feature selections
by Filter with CFS; identify the routs cause the performance degradation; propose a new approach; evaluate the proposed
approach. To implement the specified tasks, the following methods were used: information theory, process theory, algorithm theory,
statistics theory, sampling techniques, data modeling theory, science experiments. Results. Based on the received results are proved:
1) the chosen features subset’s evaluation function couldn’t be based only on CFS merit as it causes a learning algorithm’s
results degradation; 2) the accuracies of the classification learning algorithms had improved and the values of determination
coefficient of the regression leaning algorithms had increased when features are selected according to the proposed new
organization process. Conclusions. A new organization process for feature selection which is proposed in current work
combines filter and learning algorithm properties in evaluation strategy which helps to choose the optimal feature subset
for predefined learning algorithm. The computation complexity of the proposed approach to feature selection doesn’t depend
on dataset’s dimensions which makes it robust to different data varieties; it eliminates the time needed for feature subsets’ search
as subsets are selected randomly. The conducted experiments proved that the performance of the classification and regression
learning algorithms with features selected according to the new flow had outperformed the performance of the same learning
algorithms built with without applied new process on data preprocessing step.

Keywords: Correlation-based Feature Selection (CFS); symmetrical uncertainty (SU); Pearson Correlation (PearCorr);
merit; accuracy; determination coefficient.

Introduction Analysis of the current state of the problem

and methods of its solution

When data which is gathered for pattern
recognitions or machine learning models includes a lot
of observations and features then it became difficult
to perform effective data visualization; data mining

The techniques to select features for machine
learning model are specified as: wrappers, embedded,
filters, dimensionality reduction and hybrid [3].

or to build a machine learning model with high
accuracy and performance. Therefore, sampling and
feature selections methods are developed to cope with
high-dimensional datasets [1].

Feature selection is a widely used instrument
to remove irrelevant and redundant information from
the dataset to avoid overfitting and reduce memory
usage and computational costs. The goal of feature
selection is to choose an optimal feature subset
according to predefined evaluation criterion [2].
The recent trend to have a small number of samples
in dataset versus a lot of features may cause problems
to machine learning algorithm regarding learning
performance therefore feature selection process plays
increasingly import role while building machine
learning model.

A different Fast Correlation-Based Feature Selection
(FCBFS) algorithm for filter had been considered in
the study [4]. It proposes to use a threshold value &,
which is identified by user e.g. for dataset with N features
and class C when merit, . measures the correlation

between a feature F, and the class C then F; is added
in subset if VR eS’, 1<i<N, merit, >¢5. Formed

in such way subset is processed the 2™ time in order
to retain only predominant feature. After one round
of filtering features, algorithm takes the remaining
features as a new subset and repeat starting to add
a new feature. The algorithm stops when there is no
feature to be removed. The worst case could be none
features are removed. FCBF’s performance for
ten datasets had been compared with wrapper for
two learning algorithms C4.5 and naive Bayes and
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because FCBF improved the accuracy of both learning
algorithms FCBF was concluded as practical for feature
selection for classification of high dimensional data.

The idea to use Hybrid approach according to which
evaluation strategy uses a filter method and learning
algorithm had been considered in several studies [5-7].
In work [5], it was proposed to form feature subsets using
FBS with CFS and then to use dominance-based rough
set approach (DBRSA) to select the final feature set.
As DBRSA is an extension of the classical rough set
approach (CRSA) which utilizes a decision tree, so
the final feature subset is selected by the means of
the learning algorithm.

Adaptive Hybrid Feature Selection methodology
(AHFS) is proposed in work [6]. It utilizes the fact that
there is no «best of» metric/method to select a feature
subset and the choice of the metric/method can be
realized by using the applied learning algorithm.
AHFS uses SFS to form a subset in each iteration
and iterates through possible evaluation methods to
assign feature subset a set of ranks corresponding
to the method. The final feature subset is selected by
artificial neural networks model.

Hybrid feature selection that significantly reduces
dimensionality of features was proposed in work [7].
The approach uses the combination of ReliefF and
Principle Component Analysis (PCA) algorithms which
are applied in the following sequence: 1) features are
weighted by ReliefF and a candidate feature subsets
are formed from features which weights exceed
threshold; 2) PCA is applied on the candidate feature
subset to reduce the dimension.

Highlight of the earlier unresolved parts
of the general problem.
Aim of the study

a predefined learning algorithm and selected by
evaluation strategy a final feature subset.

This paper proposes to change the organization
process of feature selection by Filter with CFS that will
take into consideration the dependencies between
a predefined learning algorithm and chosen feature
subset. The experiment tests of the new organization
process will be performed for Filter with CFS-SU
method — when dataset has features with discrete values
and for Filter with CFS and Filter with CFS-PearCorr
method — when dataset has features with discrete values.

Materials and methods

FCBF algorithm proposes to solve the first
suggested in this paper problem by adding to evaluation
strategy of feature selection a hyper parameter threshold
o0, which value to be decided by user. It makes
an algorithm dependent on the dataset and considering
possible data variety the chosen value of § may
not be optimal.

Hybrid approaches [5-7] have a common idea that
evaluation strategy couldn’t be based on CFS method
only but requires additional evaluation criteria which
is a learning algorithm. However, in studies [5-7]
are left not considered the dependencies between

All Feature selection techniques have four steps
in common:

1. Starting point — selects the feature from which
to begin the feature selection.

2. Search organization — specify the algorithm
for feature subset identification. Covers a type of search:
exhaustive; complete; random and heuristic. A search
can start by adding a new feature to an initially
empty set and then a feature subset is expanded with
one additional variable in each iteration step is called
Sequential Feature Selection (SFS) or add all features
and start removing irrelevant or redundant features
(backward elimination) or Best First Selection (BFS) —
the search is started with the most predictive feature
according to chosen metric and then in each iteration
step — the most predictive subset is expanded
with a feature.

3. Evaluation strategy — specifies how a goodness
of feature subset to be evaluated. It can be independent
of the machine learning algorithm (common for
filter technique) or by performance metrics of the
learning algorithm (common for wrappers).

4. Stopping criterion — a rule to decide when to
stop searching the feature subsets.

The current study is focused on filter and wrapper
techniques, therefore the details for other techniques
are omitted on purpose.

Wrapper method is aimed to select the feature
subset that will ultimately provide a better estimate
of accuracy. Wrapper uses a predefined machine learning
algorithm to evaluate the quality of a selected feature
subset. In forward selection, it calculates the accuracy
of adding a new unselected feature to the subset and
according to received accuracy decides to keep or remove
the feature. Wrapper method produces good feature
subsets because estimated performance of the learning
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algorithm is the best heuristic for measuring the
goodness of feature subsets, however it computationally
inefficient and it does not scale well to large datasets.

Filter — independent of any learning algorithm
because its evaluation strategy is based on different
statistical measures. When filter uses one of the methods:
Low Variance [8], Fisher Score [9], T-score [10],
distance measure [11], Chi-square [12], information gain
[13], Gini index [14] and others [15] then the features
are ranked and a selection strategy, e.g. "select best
n_features” is applied to extract the final set of features
to be used. Filter methods had been proved as fast
and effective while capturing the relevance of features
to the target, therefore filter methods are chosen when
dataset has a big number of samples. However,
filters with the mentioned methods cannot discover
redundancy among features whereas redundant
features along with irrelevant feature negatively affect
the speed and accuracy of learning algorithm [16].
Another point, which makes filters technique weaker
is that the features are ranked with no consideration
for learning algorithm but different algorithms may
perform better or worse for the same feature subsets [17].
In wok [18] was introduced a new Filter with CFS
method it returns the set of features from which
simultaneously are removed both irrelevant and
redundant features. CFS finds feature subset that is
useful to predict the target variable and do not strongly
interact with other features. The rule is formalized
as specified in equation 1

kr
CFS _score(S) = ———=—u=—, @
k+k(k-1)rg
where CFS score is an evaluation score (further «merit»)

of subset S with k features; E — the average of the

C
correlations between feature subset and target variable;
E — the average feature-feature correlation. In eq. 1

the numerator indicates the predictive power of the
feature set while the denominator shows how much

redundancy the feature set has. Correlations r, and r,

can be calculated using symmetrical uncertainty formula
when features in dataset have discrete values; or
Pearson’s correlation, for features with continuous

values. When Filter uses CFS_PearCorr then E from

eq.1 is the average of absolute values of Pearson
correlations between feature subset and target variable;

E — the average of absolute values of feature-feature

Pearson correlation. As a result of conducted
experiments of features selection based on CFS score
(eg. 1) in study [18] had been concluded that while
solving a classification problem with discrete features
dataset — CFS-SU can be used as a standard.
The effectiveness of CFS-SU was evaluated by
comparing it with wrapper which uses predefined
learning algorithms: naive Bays, C4.5. The Filter with
CFS-SU was organized as:

1. Starting point — from the 1% feature add/remove
features one by one.

2. Search organization — features are added to
subset with SFS technique until merit shows increasing
value five time in sequence. The process is repeated
50 times. The resulted subsets are ordered by merit
in descending order.

3. Evaluation strategy - consists of steps:
1) to merge 1% and 2" best subsets; 2) to calculate
the merit of the new composed subset; 3) if the new merit
is within 10% of the merit of the best subset then accept
the new best subset; 4) form a new subset by merging
the best subset with next not used subset from the
list with 50 subsets.

4. Stopping criterion — repeats steps 2-4 until
the condition in step 3 isn’t met.

The following results from the comparison had
been shared: accuracy of naive Bayes with feature
subset selected by CFS-SU had shown a degradation
for one dataset: audiology (au) from 80.24% to 75.55%.
Accuracy of C4.5 had shown a degradation for five
datasets: mushroom (mu) from 99.59% to 99.37%,
audiology (au) from 78.48% to 77.14%, soybean (sb)
from 89.16 to 86.80, horse-colic(hc) from 84.02 to 78.79,
king-rook vs. king-pawn (kr-vs-kp) from 99.16 to 94.13.

Potentially, there are several problems caused
the accuracy’s degradation:

1. SFS with CFS-SU merit as evaluation technique
doesn’t return the feature subset which is good for
predefined learning algorithm.

2. Merging approach used for final feature subset
works well for naive Bayes but caused the performance
degradation for C4.5 because added redundancies
to the final subset and algorithm C4.5 isn’t efficient
when correlated feature are included. This fact means
that an evaluation of "goodness" of feature subset is
impacted by the chosen learning algorithm but that
impact wasn’t taken into consideration.

Further, in this paper, those
will be verified.

assumptions
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Study results and their discussion

The characteristics of datasets for which
a performance degradation had been captured in
study [18] are specified in table 1. The number of
observations (n_observations) and number of features
(n_features) are different compared to raw datasets

from UCI Machine Learning Repository due to
performed features engineering: 1) “one hot encoding"”
and "label encoding" — in order to adapt categorical
values to CFS-SU method; 2) data clean up -
observations with missing values were removed
in case the majority of feature’s values are missing.

Table 1. The characteristics of datasets with discrete and categorical features

Datasets n_observations | n_features Machine learning Feature Type Missing
- - task Continuous | Discrete | Categorical | values, Y/N?

audiology 194 39 Multi classification + Y
horse-colic 299 12 Binary classification + + Y
mushroom 8124 96 Binary classification + Y
King-rook vs. 3196 35 Binary classification * N
king-pawn

soybean 306 35 Multi classification + + Y

The learning algorithms: 1) naive Bayes was chosen
in study [18] because, its classification accuracy is
negatively affected by present of the redundant
features as break the assumption that feature values
are independent given the class; 2) C4.5 — is a popular
learning algorithm for solving a classification task
therefore an accuracy of C4.5 obtained as a result
of experiments with feature selection approaches
can be considered as a benchmark. In the current
study we will continue to use those learning algorithms
to compare the results and evaluate the correctness
of the new proposals.

To study the result of feature evaluation strategy
based on CFS-SU merit, we will visualize and analyze
relationships between 1) accuracy of learning algorithm
and CSF-SU merit; 2) number of features included in
subset vs CSF-SU merit. To visualize the relationship

(b)

line for each dataset from table 1 we do: 1) randomly
select N feature subsets S’; 2) calculate CSF-SU merit
and accuracy of learning algorithms for each S, 1<i<N .

The results are presented on fig. 1 — fig. 5.

Fig. 1 — on picture (a) the highest accuracy
83.67% corresponds to merit 0.145, calculated with
27 features (picture (c)) and the highest merit 0.181
corresponds to lower accuracy 79.59%. On picture (b) the
highest accuracy 81.63% corresponds to merit 0.119,
calculated for 27 features and the highest merit 0.18
corresponds to lower accuracy 73.47%. Therefore, for
audiology dataset, the height merit of S, doesn’t

correspond to the best accuracy of both learning
algorithms; the number of features can be reduced
from 39 to 27 for naive Bayes and C4.5 algorithms.
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Fig. 1. (a) — accuracy of naive Bayes vs merit of au dataset with S; and target variable; (b) — accuracy of C4.5 vs merit

of au dataset with S, and target variable; (c) — merit vs number of features in S; for au dataset

Fig. 2 — on picture (a) the highest accuracy 82%
corresponds to merits 0.016 calculated with 6 features
(picture (c)) and the highest merit 0.03 corresponds to
lower accuracy 60%. On picture (b) the highest accuracy
85.28% corresponds to merit 0.023, calculated for
2 features (picture (c)) and the highest merit
0.027 corresponds to lower accuracy 76.58%. Therefore,

for horse-colic dataset, the highest merit of S, doesn’t

correspond to the best accuracy of both learning
algorithms and the number of features can be reduced
from 12 to 6 for naive Bayes and from 12 to 2 for C4.5.
Fig. 3 — on picture (a) the highest accuracy
99.7% corresponds to merit 0.027, calculated with
62 selected features (picture (c)) and the highest
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merit 0.03 corresponds to lower accuracy 98.13%.
On picture (b) the highest accuracy 100% the 1% time
corresponds to merit 0.021, calculated for 52 features
and that level of accuracy is kept with further growing
merits. Therefore, for mushroom dataset, the height
merit of S, doesn’t correspond to the best accuracy

of both learning the number of features can be reduced
from 96 to 62 for naive Bayes and from 96 to 52
for C4.5.

Fig. 4 — on picture (a) the highest accuracy 93.24%
corresponds to merit 0.008, calculated with 25 selected

features (picture (c)) and the highest merit 0.014
corresponds to lower accuracy 67.83%. On picture (b)
the highest accuracy 99.62% corresponds to merit
0.009, calculated with 35 features and the highest
merit 0.01 corresponds to lower accuracy 90.99%.
Therefore, for kr-vs-kp dataset, the height merit
of S, doesn’t correspond to the best accuracy of both

learning algorithms, the number of features can be
reduced from 35 to 25 for naive Bayes algorithm
and no feature reduction is expected for C4.5.
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Fig. 2. (a) — accuracy of naive Bayes vs merit of hc dataset with S; and target variable; (b) — accuracy of C4.5 vs
merit of hc dataset with S, and target variable; (c) — merit vs number of features in S; for hc dataset
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Fig. 3. (a) — accuracy of naive Bayes vs merit of mu dataset with S, and target variable; (b) — accuracy of C4.5 vs
merit of mu dataset with S, and target variable; (c) — merit vs number of features in S; for mu dataset
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Fig. 4. (a) — accuracy of naive Bayes vs merit of kr-vs-kp dataset with S; and target variable; (b) — accuracy of C4.5 vs
merit of kr-vs-kp dataset with S; and target variable; (c) — merit vs number of features in S, for kr-vs-kp dataset
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Fig. 5 — on picture (a) the highest accuracy 93.51%
corresponds to merit 0.255, calculated with 23 selected
features (picture (c)) and the highest merit 0.3
corresponds to lower accuracy 88.31%. On picture (b) the
highest accuracy 89.61% corresponds to merit 0.281,
calculated with 27 features. Therefore, for soybean
dataset, the height merit of S, doesn’t correspond

to the best accuracy of both learning algorithms, the
number of features can be reduced from 35 to 23
for naive Bays and from 35 to 27 for C4.5.

The summary from the
(fig. 1 —fig. 5):

— a direct correlation between CFS-SU merit
and accuracy of learning algorithm exists, however
which value of merit corresponds to the beast accuracy
couldn’t be formalized. As a result: evaluation strategy
can’t be based only on CFS-SU merit value.

— both naive Bayes and C4.5 algorithms works
better with different number of features, therefore
feature subset selected with CFS-SU only without
knowing a learning algorithm may also negatively
impact the accuracy of the built model.

conducted analysis
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Fig. 5. (a) — accuracy of naive Bayes vs merit of soybean dataset with S; and target variable; (b) — accuracy of C4.5 vs

merit of soybean dataset with S, and target variable; (c) — merit vs number of features in S, for soybean dataset

To tackle the identified problems, the following

improvements

in organization of feature selection

process by Filter with CFS method are proposed:
1. Starting point: randomly select N feature subsets

S'; calculate CFS merit (M;) for each S;, 1<i<N;
sort a vector with S, by M, in ascending order.

Note: As a result of the sorting the higher accuracy
will likely correspond to subset from the 2" part

of a vector S'.

2. Search strategy: is not required.

3. Evaluation strategy: calculate accuracy A, of

learning algorithm with subset S;, where i=N/2 and
calculate accuracy A, of learning algorithm with

subset S, .

If A, is less than A. then save N ; increment i
by (N —i)divstep ; ENDIF
IF A, is higher than A then save i; decrement N

by 1; ENDIF

IF A, is equal to A§N then save i; increment i
by 1; ENDIF
4. Stopping criterion: repeat Evaluation until

(i islessthan N )or ((N-i)divstep >0)

The above steps 1-4 are formalized on fig. 6 and
a calculation example to illustrate as the "best"
feature subset can be chosen is illustrated in table 2
for horse-colic dataset with 10 feature subsets.

In table 2. CFS-SU merits are marked by bold
to show how start and end indices had been moved:
end index N is always decremented by constant 1 in
order to not miss the feature subset which fits the best
and likely correspond to the higher merit; start index i is

incremented by (N -—i)divstep to make a search

more computationally efficient. Step value o is
a hyper parameter.

Time complexity of algorithm (fig. 2) depends
on values of two parameters: N and ¢ and doesn’t
depend on dataset dimension. In worth scenario its

time complexity is O(ZN_é) At the same time, the

algorithm  (fig. 2) eliminates "search strategy”
from commonly used feature selection process which
reduces over all time and simplifies the process.

To understand whether the new process can be
used when feature is selected by Filter with CFS
and other method from the specified in [15], we include
in the experiments the datasets (table 3) which
features have continuous values.
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Input: S’ : dataset; O
Output: Index of feature subset which predicts the best accuracy

calculate M

sort S by M in ascending order
i = int(len(?)/z)—l

N = Ien(S—’)—l

Divide dataset on train/test.
WHILE True

Fit learning algorithm with train data with features Si' ;

Calculate As‘ ;

Fit learning algorithm with train data with features SN' ;

Calculate A“; ;

IF A, <A, THEN index:=N ; i:=i+int((N-i)/5) ENDIF
IF A, > A, THEN index:=i; N := N -1 ENDIF

IF A, = A, THEN index:=i; i:=i+1 ENDIF

IFi>N or (int(%j ==0) THEN Break ENDIF

ENDWHILE

Fig. 6. Algorithm of the new organization process for feature selection by Filter with CFS

Table 2. Calculation example to illustrate algorithm fig. 6 for horse-colic dataset

Merit 0.002 | 0.003 | 0.005 | 0.007 0.0076 0.013 0.0158 0.0162 0.0175 0.0215
Accuracy 54.67 72.00
Merit 0.002 | 0.003 | 0.005 | 0.007 0.0076 0.013 0.0158 0.0162 0.0175 0.0215
Accuracy 85.33 72.00
Merit 0.002 | 0.003 | 0.005 | 0.007 0.0076 0.013 0.0158 0.0162 0.0175 0.0215
Accuracy 85.33 70.67
Merit 0.002 | 0.003 | 0.005 | 0.007 0.0076 0.013 0.0158 0.0162 0.0175 0.0215
Accuracy 85.33 72.00

Table 3. The characteristics of datasets with continuous and categorical features

. Machine Feature Type Missing
Datasets n_observations | n_features learning task | Continuous | Discrete | Categorical | values, Y/N?

automobile 205 26 Regression + + Y
forecast order 60 12 Regression + + N
rental building 372 108 Regression + + N
boston house 506 13 Regression + + + N
prices
Computer 209 9 Regression + + N
hardware

Experiments on continuous data follow a similar a decision tree learner for regression (C4.5 for

methodology as was applied for dataset from table 1.
The only difference is the learning algorithms — three
algorithms representing diverse approaches to learning
are chosen for experiments with continuous values:

Weighted Linear

regression); Linear Regression (LR) — a linear predictor
function is used to fit a prediction model; Locally
Regression (LWR)
learning algorithm for fitting a regression surface

non-linear

© O. Solovei, , 2022
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to data through multivariate smoothing. The quality of
the built models is evaluated by determination coefficient
(further R? score). The visualization of the relationships
between R’ score of C4.5, LR, LWR algorithms
and CFS_PearCorr merit (fig. 7 — fig. 9) shows
similar tendency as on fig. 1 — fig. 5, i.e. the highest

value of merit doesn’t correspond to the highest value

of R? score which means that an evaluation strategy
can’t be based only on CFS PearCorr merit and
new proposed process is applicable to be applied
to get better quality of machine learning model.

(a) (b) (d) (e)
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Fig. 7. R? score of C4.5 for regression vs CFS_PearCorr merit with (a) — automobile dataset; (b) — forecast order
dataset; (c) — rental building dataset; (d) — boston house prices dataset; (e) — computer hardware datasets
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Fig. 8. R? score of Linear Regression vs CFS_PearCorr merit with (a) — automobile dataset; (b) — forecast order
dataset; (c) — rental building dataset; (d) — boston house prices dataset; () — computer hardware datasets
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Fig. 9. R? score of Locally weighted linear regression vs CFS_PearCorr merit with (a) — automobile dataset;
(b) — forecast order dataset; (c) — rental building dataset; (d) — boston house prices dataset; (e) — computer hardware datasets

In our experiments for datasets from table 1
the algorithm (fig. 2) had been ran with 6=4 and
N =100 and the received results are included in
table 4. Columns: "all features, %" record the accuracy
of naive Bays and C4.5 learning algorithms which
were trained on dataset with all features. Columns:
"Filter CFS_SU, %" record the accuracy of naive Bays
and C4.5 learning algorithms which were trained
on dataset with feature selected by approach from

work [18]. Columns: "novel Filter CFS_SU, %"
record the accuracy of naive Bays and C4.5 learning
algorithms which were trained on dataset with feature
selected by proposed process (fig. 2). Columns
"Number of selected features” record the number
of features selected by process (fig. 2) with regard
to learning algorithm.

Accuracies in table 4 show that there is
an improvement in the performance of naive Bays
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and C4.5 learning algorithms when features are selected
according to the proposed process (fig. 2).

Different numbers of selected features for naive
Bays and C4.5 learning algorithms proved that the same
feature subset fits differently to learning algorithms
and evaluation strategy of the feature selection process
must take this into consideration.

The results of tests of the new flow (fig. 2) for
datasets from table 3 is recorded in table 5. Columns:
"all features, %" record R® score of C4.5, LR and LWR
learning algorithms which were trained on dataset with
all features. Columns: "CFS_PearCorr, %" record R’
score of C4.5, LR and LWR algorithms which were
trained on dataset with feature selected by proposed
process (fig. 2). Columns “Selected features" record

the number of features selected by process (fig. 2)
with regard to the learning algorithm.

R®> scores in table 5 show that there is
an improvement in the performance of C4.5 and LR
algorithms when features are selected according to the

proposed process (fig. 2) for all dataset. R® scores
of LWR algorithm had improved for three datasets
included in the test, however, showed the degradation
for "boston house pricing” and “computer hardware"
datasets. The degradation happened because the values
of hyper parameters of LWR algorithm are changing
when feature subset is changed therefore if new flow
to be used with LWR algorithm, it should have
an additional step "selection of hyper parameters"”
before steps 7 and 9 on fig. 2.

Table 4. Accuracy of learning algorithms for classification

naive Bays C4.5
Filter . Number of all Filter . Number of
Datasets | all fe;}tures’ CFS_SsuU, g%msFth/r selected | features, | CFS_SU, &O:VSEISFJtﬁ/r selected
0 % —> 70| features % % >N 70 features
au 77.55 75.55 83.67 27 71.43 77.14 81.63 27
hc 80 88.76 82 6 76.6 78.79 85.28 4
mu 94.49 97.53 99.7 62 99.7 99.37 100 52
kr-vs-kp 85.48 90.20 93.24 25 99.62 94.13 99.62 35
sb 88.31 91.18 93.51 23 83.12 86.80 89.61 27
Table 5. R? score of learning algorithms for regression
C45 LR LWR
Datasets all CFS_ Selected | all features, CFS_ Selected all CFS_ Selected
features, | PearCorr, features Y PearCorr, features features, | PearCorr, features
% % ° % % %
automobile 84.35 90.55 6 77.41 81.55 8 78.52 87.55 9
Forecast 38 71.66 7 100 100 6 555 81.51 2
order
Residential | g797 | 9948 25 98.23 100 28 6629 | 82.83 23
building
Boston 76.17 86.12 10 68.4 70.95 11 91.9 50.5 9
house prices
computer 87.89 88.5 5 80.45 83.06 5 9222 | 8553 2
hardware

P-value of paired t-test for accuracies from
table 4 are recorded in tables 6 and 7 for naive Bayes
and C45 learning algorithms  correspondingly.
P=0.0049 indicates statistically significant difference
in accuracies of naive Bayes algorithm is obtained
when features are selected by the proposed process vs
accuracies of naive Bayes algorithm with all features.

P=0.018 (table 7) indicates statistically significant
difference in accuracy of C4.5 algorithm is obtained

when features are selected by the proposed process vs
accuracies of C4.5 algorithm with features selected
by Filter with CFS-SU [18].

P-value of paired t-test for R® scores from
table 5 are recorded in tables 8. P=0.03 indicates
statistically significant difference in R? score of Linear
Regression algorithm.
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Table 6. Accuracies and p-value of paired t-test of naive Bayes

Accuracy of Naive Bayes P-value of paired t-test
all features, % 77.55 80 94.49 85.48 88.31 0.0049
novel Filter CFS_SU, % 83.67 82 99.7 93.24 93.51
Filter CFS_SU, % 75.55 88.76 97.53 90.2 91.18 0.49
novel Filter CFS_SU, % 83.67 82 99.7 93.24 93.51
Table 7. Accuracies and p-value of paired t-test of naive Bayes of C4.5
Accuracy of C4.5 P-value of paired t-test
all features, % 71.43 76.6 99.7 99.62 83.12 0.07
novel Filter CFS_SU, % 81.63 85.28 100 99.62 89.61
Filter CFS_SU, % 77.14 78.79 99.37 94.13 86.8 0.018
novel Filter CFS_SU, % 81.63 85.28 100 99.62 89.61
Table 8. R? score and p-value of paired t-test of regression algorithms
R’ score of C4.5 for regression,% P-value of paired t-test
all features 84.35 38 90.91 76.17 87.89 01
CFS_PearCorr 90.55 71.44 99.48 86.12 88.5 '
R? score of Linear Regression,%
all features 77.41 100 98.23 68.4 80.45 0.03
CFS_PearCorr 81.55 100 100 70.95 83.06
R? score of Locally weighted Linear Regression,%
all features 78.52 55.5 66.29 91.9 92.22 0.95
CFS_PearCorr 87.55 81.51 82.83 50.5 85.53

Conclusion and perspectives of further development

This paper has presented new organization process
for feature selection by Filter with CFS. The proposed
process eliminates a time consuming "search strategy”
step which is commonly included in feature selection
procedure but is a time consuming and not always
efficient. Time complexity of the new process (fig. 2)
doesn’t depend on dataset’s dimension which
makes it robust to different varieties of datasets which
is often visible.

The conducted experiments with five datasets which
features have discrete values and two predefined
classification algorithms: naive Bayes and C4.5 have
shown that by using a new process the performance
results of learning algorithms are improved. P-value
of paired t-test records statistically significant difference
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HOBA OPI'AHIBALIA ITPOLECY BUBOPY O3HAK
3A TOMOMOTI'OIO ®LJIbTPA HA OCHOBI KOPEJISALIIT

IIpeqmeTom crarti € MeTomu BUOOpY O3HAK, IO BUKOPUCTOBYIOTHCS Ha €Talli ITONEPETHBOTO OOpOOJCHHS MaHHX IIeper
o0y J0BOIO Mozeneit MAaIIHHHOTO HaBYAHHS. VYBara Ha/Ia€THCS METOAY dinpTpa B pasi
3acTocyBaHHs1 BHOOpY o3Hak Ha ocHoBi kopemiuii (mami CFS) ta merony cumerpuunoi HeBusHaueHocti (mami CFS-SU) a6o
kopensuii Ilipcona (mami PearCorr). MeTorw cTaTTi € mifBUIICHHS €(QEKTUBHOCTI BHOOPY O3HaK 3a JONOMOroK (iabTpa
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3 CFS muraxom HOBOI oprasizamii mporecy BHOOpY O3HaK. 3aBIaHHSA, SKi BHPIIIYIOTBCS B POOOTi: OIIAA Ta aHali3 HAasBHOL
opranizaiii mpouecy BuaiteHHs o3Hak ¢inbTpoMm i3 CFS; Bu3HaueHHS MPUYUH, LIO CHPUYMHSIOTH MHOTIPUICHHS SKOCTI
MOZeNi; PO3pOOJCHHS HOBOTO IIJXOAY; OLIHIOBAHHS 3alpoOIOHOBaHOTrO migxoxy. Jims peamizamii IOCTaBJIeHMX 3aBJaHb
BUKOPUCTOBYBAINCS TaKi MeTOAH: Teopis iH(popMamii, Teopis MPOIECciB, TEOpis aJrOPUTMIB, TEOPis CTATHUCTHKU, METOIN BHOIPKH,
Teopis MOJETIOBAHHS JaHWX, HAYKOBI eKcIepuMeHTH. Pe3yabTaTH. Ha OCHOBI OTpMMaHUX pe3yNbTaTiB HOBeACHO: 1) (yHKIISA
OLIIHKU 00paHOi MiIMHOKHUHHU O3HAK HE MOXKe IpyHTyBaTucs juuie Ha CFS-omiHmi, OCKiIbKY 11e CIPUYUHSE NOTIpIIEHHS Pe3yIbTaTiB
aIrOPUTMY HaBUYaHHS; 2) TOYHICTh AJTOPUTMIB HaBYaHHsS Kiacudikaiii MOKpamuiacs, a 3HAuCHHsA KoedillieHTa AeTepMiHaiii
ITOPUTMIB perpecii 3pociH, KOJIM O3HaKM OOMpalMCs BIOIOBITHO IO 3alpONOHOBaHOTO mpolecy. BucmoBku. HoBuii mpormec
opraHizamii s BHOOpPY O3HaK, HIO MPOMOHYEThCS B I POOOTI, MOEIHYE BIACTUBOCTI (iIbTpa Ta aIrOPUTMy HABYAHHS
B CTparerii OLIHIOBaHHSA, IO Ja€ 3MOTy oOpaTH ONTUMajdbHYy MIJMHOXKHHY O3HaK JUId IONEpPEelHBO BHU3HAYECHOTO
aNroput™My HapyaHHs. OOYMCIIOBaJbHA CKJIQJHICTH 3alPOIIOHOBAHOTO IIAXOAy HE 3aJIeKHUTh BiJ pO3MIpiB Habopy MJaHHX,
0 pOOUTH HOTO CTIMKUM 10 OyIb-SIKMX PI3HOBHMIB JaHUX; 3alIPOIIOHOBAHMI IPOIIEC TAKOXK JIa€ 3MOTY 3a0IaJUTH Jac, HeoOXixHuH
IUIA TIOIIYKY IJMHOXKHH (QYHKIiH, OCKUIBKH TWIMHOKHHH OOHparoThCs y BHIAAKOBHH croci6. [IpoBemeHi eKkcriepuMEeHTH
JIOBENH, IO NPOAYKTUBHICTH AITOpUTMIB Kiacudikauii Ta perpecii MOKpalimiach, MOPIBHSHO 3 MPOSYKTHUBHICTIO THX CaMUX
QITOPUTMIB HaBYaHHs, aje O3 3aCTOCYBaHHs 3alIPOIIOHOBAHOTO MPOLIECY Ha eTalli MOIepeaHbOro 00POOIICHHS aHHX.

Kurouosi ciioBa: BubGip o3Hak Ha ocHOBI kopensii (CFS); cumerpruna HeBusHaueHicts (SU); kopemsmis [lipcona (PearCorr);
KPHUTEPiH SIKOCTI; TOYHICTh; KoeiIlieHT AeTepMiHalii.

HOBASA OPI'AHM3 AU ITPOLECCA BbIBOPA IIPU3HAKOB
C IIOMOIIBIO ®NJIBTPA HA OCHOBE KOPPEJIALINA

IIpenMeToM craThyl SIBISIFOTCS METOJBI BBIOOpA IPH3HAKOB, KOTOPBIE HCIIONB3YIOTCS HA JTale IpeiBapUTeNIbHOW 00paboTKH
JaHHBIX ~ Ilepe]]  IHOCTPOCHHEM  Mojened  MammHHOro  oOydeHws.  Boumanme — ynemsercss  Mmeroqy — (uiubTpa
IpPH HCIOJIB30BAHMM BbIOOpa IPU3HAKOB Ha OCHOBe Koppemsiiuu (mamee CFS) M MeTony CHMMETPUYHOW HEONPEIENCHHOCTH
(manee CFS-SU) mmm xoppemsimuu [Tupcona. Llenblo craThu sBIseTCS MOBBILICHHE 3(QQEKTUBHOCTH BBIOOpA MPU3HAKOB
¢ nomouipio ¢punbrpa CFS-SU mytem HOBoOM opraHu3anuy mporecca BbIOOpa NMPHU3HAKOB. 3ajgayM, pellaeMble B cTaTbe: 0030p
W aHauW3 CyIIECTBYIOIIEH OpraHW3aluM Tmpolecca BbigeneHHs mnpu3HakoB ¢uistpom c¢ CFS; ompenenenue mnpuduH,
BBI3BIBAIOIMX YXy[IIEHHE KauyecTBa MOJENH; pa3paboTka HOBOrO MOAXO[a; OLEHKa IPEAIOkKEHHOro noxaxona. Jlis peanu3anun
MOCTABJICHHBIX 3aJa4 HCIOJIb30BATHCH CIEAYIOIME METOAbI: TEOpHs HH(POPMAIMH, TEOPUs IPOLECCOB, TEOPUS aJITOPHTMOB,
TEOpUsI CTAaTUCTHKH, METOABI BBIOOPKHM, TEOpHUs MOJCIMPOBAHHS NaHHBIX, HaydHble SKCmepuMeHTH. PedyabTaTthl. Ha ocHoBe
MOyYeHHBIX Pe3yJIbTaTOB JOKa3aHO: 1) (YHKIMS OLEHKH BBIOPAHHOTO ITOJMHOXKECTBAa INPHU3HAKOB HE MOXKET 0a3MpoBaThCS
tonpko Ha CFS-oreHke, MOCKONBKY 3TO MPUBOMUT K YXYAIICHUIO PE3yJBTATOB alrOpUTMa OOydeHHs; 2) TOYHOCTb AITOPUTMOB
o0yueHus: KnaccuUKAUMKM YyIy4ylIMIach, a 3Ha4eHHEe KOI(QQUIMEHTa JeTepMHUHALMM AITOPUTMOB PETPECCHH BBIPOCIH, KOTIa
IPH3HAKK BBIOMPAINCh B COOTBETCTBHM C MPEAJIOKEHHBIM mpoieccoM. BbiBoabl. HoBwlil mpouecc opraHuszanuu Ui BeIOOpa
MPU3HAKOB, KOTOPBIA Ipe/uaraeTcsi B JaHHOW paboTe, coyeraeT CBOicTBa (QMIBTPAa W alropuT™Ma oOydeHHs B CTPATETHMH OLCHKH,
YTO TOMOTaeT BHIOPATh ONTUMAIBHOE IOJAMHOXKECTBO NMPHU3HAKOB JUIs IPEIABAPHTEIBHO ONMpPEIEICHHOr0 AIrOpUTMa OO0YyYEHHS.
BrruncnutenbHas CIOKHOCTb MPEAIaraeMoro IMoJAXoja He 3aBHCHT OT pa3MepoB HAOOpa JaHHBIX, YTO JENAET €ro yCTOWYMBHIM
K pasHbIM PasHOBUAHOCTAM JTaHHBIX; TaKXe l'[pe}l_]'lO)KeHHbIﬁ npounecc MO3BOJIAET JKOHOMUTH BpEMs, HeOGXOﬂHMOe
JUIT  TIONCKa TOAMHOXKeCTBa (YHKIMH, IOCKOJNBKY IIOAMHOXECTBAa BBIOMpAIOTCS CIydallHBIM o0OpazoM. [IpoBeneHHBIE
OKCHEPUMEHTBI J0Ka3alH, YTO MPOU3BOMMTEIBHOCTh AITOPUTMOB KIACCH(DHKALMM M PETPECCHH YIy4IIMIACh MO CPaBHEHHIO
C TPOHM3BOJMTENBHOCTBIO TEX JKE aIrOPUTMOB OOydYeHHs, HO 0e3 NpPUMEHEHHs MPEJIOKCHHOro IMpoliecca Ha  JTare
IpeBAPUTEILHON 00paOOTKH JaHHBIX.

KaroueBnie cioBa: BeiOop mnpusHakoB Ha ocHoBe koppemsiiuu (CFES); cummerpuunas HeomnpeneneHHocTh (SU);
koppersiuus [Tupcona (PearCorr); kpurepuii kKaduecTBa; TOYHOCTH; KOI(DMUIMEHT AeTepMUHAIIH.
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