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Abstract. Methods of data center performance estimation based on math-
ematical simulation of consumption system were analyzed. Multi-processor
system on chip performance enhancement was proved to be optimal instru-
ment of modeling could be. In order to optimize the model centralized con-
trol concept, inter-tier liquid cooling and proactive management scheme that
rely on model predictive controller were discussed. It was demonstrated that
modern thermal management techniques have to be studied. To develop the
methodology operating power supply of the platform to near-threshold val-

ues, multiple supply voltages utilization optimization method for the voltage
© Dos E., Zuev D., Kropachev A., Babkin O.
3 B I P H U K HAIIOHAJIbHOI AKAIEMIT TEPYKABHOL

HPI/IKOPJ]OHHOI CIIYJXKBU YKPAITHU
HAYKOBVIXIIPAIIb CEPISA: BIICBKOBI TA TEXHIYHI HAYKI

268




BIMCBKOBI HAYKI

islands distribution and microarchitectural techniques to control the thermal
hotspots were analyzed. Multi-processor system on chip performance enhance-
ment was demonstrated as application for minimization of the global thermal
impact, specifically temperature-aware floorplanning and simulated anneal-
ing utilization. While power consumption is generated by two sources it was
decided that cost function was defined as a sum of the power input vector and
required workload. Developed control system is based on interval steps, which
starts at current time. The result of the optimization is proved to be an optimal
sequence of control actions. To evaluate developed model were compared ap-
plication of thermal management load balancing, look up table, fuzzy logic
and proactive liquid cooling techniques. Unified thermal modeling methodol-
ogy based on the finite difference method helps to make a proper analysis of
the problem and to build proper applications up to the particular properties.
The methodology uses paradigm of search optimal control criteria to find the
optimal microchannel width. The main problem of optimization is to mini-
mize the peak temperature and thermal gradients of the model, which allows
to reduce the cooling system consumption.

Keywords: data center, power consumption, liquid cooling technique,
load balancing, look up table, fuzzy logic, thermal modeling.

1. Introduction

Requirements for data center servers’ room power and temperature fa-
cilities have significantly grown for the last decades. Development of proper
model of data center performance estimation could be done by mathemati-
cal simulation of servers’ room power consumption system. 3D integrated
circuits (IC) were proved to be optimal instruments of multiprocessor syste-
monchip (MPSoC) performance enhancement. Modern hardware resourc-
es and advanced 3D architecture stays a serious challenge in thermal dis-
sipation and power management. Unified thermal modeling methodology
based on the finite difference method for evaluation of 3D MPSoCs pro-
posed in this work will help to make a proper analysis of the problem and to
build proper applications up to the particular properties of the data center
infrastructure. The integration of this methodology in bounds of the virtual
platform will enable server chip’s dynamic thermal evaluation procedure.
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For development of the unified thermal modeling methodology me-
ta-analysis of recent studies was done. There were analyzed key aspects of
thermal management of liquid-cooled 3D MPSoCs [1-4]. In order to opti-
mize the model centralized control concept [2], inter-tier liquid cooling [3]
and proactive management scheme that rely on model predictive control-
ler were discussed. Modern thermal management techniques were studied,
particularly: load balancing liquid cooling policy [5], fuzzy logic thermal
management mechanism [6] LUT-based flow rate control load balancing
[7]. To develop the methodology operating power supply of the platform to
near-threshold values [8], multiple supply voltages utilization optimization
method for the voltage islands distribution in 3D MPSoCs [9] and microar-
chitectural techniques to control the thermal hotspots in 3D MPSoCs [10]
were analyzed. MPSoC was demonstrated as application for minimization
of the global thermal impact, specifically temperature-aware floorplanning
[11], simulated annealing utilization [12] and temperature-aware floorplan-
ning genetic algorithms [13]. In the context of 3D MPSoCs floorplanning
has been studied to analyze interlayer thermal dissipation [12, 14-17].

Meta-analysis shows possibility development of efficient thermal mod-
eling methodology based on the finite difference method.

2. Proposed method

Thermal management procedures for 3D MPSoCs are usually meant
to use a variable-flow liquid cooling with experimentally estimated sets of
rules to control the temperature profile check performance requirements.
In this case has to be developed a centralized control concept, which must
be scalable for the controlled parameters increase scenario. It was proposed
a cyber-physical approach 3D MPSoCs thermal management with inter-
tier liquid cooling [93]. Control mechanism has to be developed with soft-
ware-based thermal estimation and prediction which includes application
of non-uniform liquid flow model. Non-uniform liquid flow and different
microchannels requirements are used to conform to the specifications of all
modules. Thereby control decisions has to be done on software-based ther-
mal estimation and prediction platform and simulation non-uniform liquid
flow in different microchannels meets all cooling demands. Thus, effective
model has to demonstrate the overhead of software-based thermal estima-
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tion realization of nonuniform flow process in different channels. Proactive
thermal management scheme relies on model predictive controller (MPC).
It has to be developed a thermal management algorithm that controls task
scheduling and the data center server room cooling infrastructure. It is main
target is building of the cooling infrastructure of interlayer liquid cooled 3D
MPSoC with dynamical change of the liquid flow rate. While at each time
moment or interval system get a new set of tasks the management scheme
should allocate schedule to various cores and change the flow rate up to the
predicted peak temperature to reduce the 3D MPSoC power consumption
for cooling and computation needs.

While power consumption is generated by two sources cost function J

could be defined (Figure 1) as a sum of the power input vector p(r) weight-

ed by matrix R and required workload u(7) weighted by matrix 7':

(p)= Y- (Rp ()| + [Tu(r)) <1>

where 7 is a time range limited by 7, value of predictive policy horizon. Matrix R

estimates maximum values of the tiers and the cooling system power consumption,
while matrix 7' estimates optimization of required workload from the scheduler. To

estimate structure of vector p(7) formally it should be defined:
p(r)=lir)m(r) o
T€[0;7,] ’
where /(7) is the power input vector and m(7) is liquid cooling management value.

Thereby target value of the cost function has to be defined as min (/).

and f,__ have to

min max

To find a range of operating frequencies values of f,
be founded:
<[fn’u’n S f(T) S f;nax (3)

TG[O;TH]

which adds to the optimization problem solving a limitation on the
number of allowed frequency values estimatiom.
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Fig. 1. Sources cost function estimation algorithm

Next stage of 3D MPSoC simulation includes equations that defines the
evolution of the system and temperature limit 7/

max *°

x., = Ax(7)+Bp(1)

Cx(t+1)<T,. (4)
TE[O;TH]

where matrices A, B and C refer to 3D MPSoC system description and represent the
the system using a coarse granularity of the thermal cells.

Next equations define required workload «(7) as undone work at mo-
ment 7. While certain part of work will be always undone till the last mo-
ment this value should be equal or more than zero:

u(t)=w(r)—f(r)>0
(7)=w(r)=£(7)20 -
T€[0;7,]

It should be noticed that operational frequency can also define power
vector /:

{1(7)= u(f (o) 6)
T G[O;TH]

where ocis a 3D MPSoC simulation technology-dependent constant.
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To define limits of the liquid cooling management value m(7) is to be

used. The normalized pumping power value scales from 0% which refers to
no liquid injection to 100% which refers to power at the maximum pressure.
Though maximum change in the pumping power value is limited by nor-
malized value w which models dynamics of the pump:

0% <m(7)<100%
—w<m(r+1)<w . (7)
T €[0;7,]

Control problem is based on interval steps, which starts at current
timet. The result of the optimization is an optimal sequence of control ac-
tions, such as amount of tasks to be executed for each tier. First samples of
the sequence have to be applied to the target 3D MPSoC, while the remain-
ing ones have to be discarded. At each time moment, a new optimal control
problem based on new temperature measurements and required frequen-
cies is solved over a shifted prediction horizon [87], which refers to trans-
forming open-loop design method into a feedback method. Therefore at
every time moment the input value is applied to the process parameters up
to the real time process measurements.

3. Experimental results and analysis

To evaluate developed model we have to compare application of differ-
ent thermal management liquid cooling techniques:

LB (load balancing);

LUT (look up table);

FL (fuzzy logic);

PRA (proactive).

Liquid cooling implies maximum cooling flow rate and application of
load balancing policy. LB balances the workload by moving threads from a
core’s queue up to the queue lengths difference and threshold value. LUT-
based flow rate control dynamically changes the flow rate up to the pre-
dicted maximum temperature, while the tasks have to be scheduled with
standard LB procedure. Fuzzy-logic control is basedon fuzzy logic mecha-
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nisms which forms thermal management algorithms that controls the liquid
flow rate.

Liquid cooling techniques are comparision is based on maximum and
average temperatures values as computational and cooling power consump-
tion regimes. Thermal impact of the techniques is shown at Figure 2. It has
to be noticed that LB reduces the peak temperature more than LUT and FL,
but still avoids hot-spots. It is same to PRA technique, which the peak tem-
perature reaches 84°C. While each technique has a different management
policy and control elements, it afects the peak and average temperatures
values.

i b1

Mean temperature Peak temperature
T,°C ¢ ’ ? *
80 (. H i H |
—m—LB
T i me-wT 2 v
a0 | | —a—FL | /I

{ |—v—PRA| | /
wl | ; .

Average workload 5 ® * ;ﬁ 6
Maximal workload

Fig. 2. Temperature values observed using all the policies for different workloads
regime on fourtier 3D MPSoC
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Figure 3 demonstrates comparison of the total consumed power rate
for different rechniques based on on the four-tier MPSoC with the aver-
age workload [94]. Energy consumption values were normalized up to the
3D-MPSoC liquid cooling technique load balancing policy. It has to be me-
tioned that PRA policy manages reducing of the cooling power and thereby
overall system power by 23 % with respect to LC policy, by 40% with respect
to LUT policy and by 22 % with respect to LUT policy.

Energy consumption, a.u. —m— Cooling energy consumption
| —s— Servers energy consumption
5 | | —a— Sum energy consumption
' | G + | \
| T \
5= _*.__:_:_______‘___ ‘_ _____ |__X*_
| T a———=
0.8 i i i 1
| | | |
e ] fi—
| | | |
0,4 | | | 1
?\ | | |
| I +» _____ e i
| o Y ¢
00— | |
L LUT FL PRA

Fig. 3. The normalized energy consumption in the whole 3D MPSoC system

Microchannel width significantly affects the change in temperature
due to convection AT, . With Nusselt number NU value, hydraulic di-

ameter of channel d and thermal conductivity 4, the heat transfer coef-

ficient H can be obtained as:

=

H = coo NU . (8)
d
The effective heat transfer coefficient can be evaluated by projecting the
heat transfer coefficient above from the side wall surfaces by channel height
h. and channel width w_:
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2h. +w
H, =2t 9)

=H

The convective resistance R, for the system can be obtained as a re-
ciprocal value of the H,, . Figure 4 and 5 shows that the convective tempera-
ture AT, as well as convective resistance R, decreases up to the chan-

nel width is reduction. The main problem is modification of the convective
resistance to compensate 7}, ,, . Thereby the channel width should be a func-

tion of the distance along the channel w.(z). The maximal width is at the

inlet where the fluid temperature is low and minimal width is near the outlet
where the fluid temperature is high. Thereby, for the case of uniform heat
flux, it should be modulated the channel width from inlet to outlet.

A\ T'(z)

(b)

Fig. 4. Microchannel temperature distribution for the structure with (a) uniform
constant channel width and (b) modulated channel width

276

3 b 1P H U K HAIIOHATTbHOT AKATIEMIT TIEPYKABHOT
TIPUKOPTOHHOI C/IYKBU YKPATHU
HAYKOBUXIIPAIIb CEPIS: BIICHKOBI TA TEXHIYHI HAYKU



BIMCBKOBI HAYKI

Reonv, K -m/W

0,20 - i i i i ; P

____________________________________________________________________________

0,00 ; f i ; ; L
10 20 30 40 50 60 70

Wy, HM

Fig. 5. Dependence of the convective resistance on the channel width

Developed methodology uses this paradigm of formulating an optimal
control criteria to find the optimal microchannel width, from the fluid inlet
to outlet. The main problem of optimization is to minimize the peak tem-
perature and thermal gradients of the 3D MPSoC model, which allows to
reduce the energy needed by cooling system of servers’ room.

4. Conclusions

There were analyzed methods of data center performance estimation
based on mathematical simulation of consumption system. It was shown
that optimal instrument of modeling could be multi-processor system on
chip performance enhancement. In order to optimize the model central-
ized control concept, inter-tier liquid cooling and proactive management
scheme that rely on model predictive controller were discussed. To develop
the methodology operating power supply of the platform to near-threshold
values, multiple supply voltages utilization optimization method for the
voltage islands distribution and microarchitectural techniques to control
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the thermal hotspots were analyzed. Multi-processor system on chip per-
formance enhancement was demonstrated as application for minimization
of the global thermal impact, specifically temperature-aware floorplanning
and simulated annealing utilization. While power consumption is generated
by two sources it was decided that cost function could be defined as a sum
of the power input vector and required workload.

Developed control system is based on interval steps, which starts at
current time. The result of the optimization is proved to be an optimal se-
quence of control actions. To evaluate developed model were compared
application of thermal management load balancing, look up table, fuzzy
logic and proactive liquid cooling techniques. Unified thermal modeling
methodology based on the finite difference method helps to make a proper
analysis of the problem and to build proper applications up to the particu-
lar properties. Developed methodology uses optimal control criteria to find
the microchannel width. The main problem of optimization is to minimize
the peak temperature and thermal gradients of the model, which allows to
reduce the cooling system consumption.

References

1. Zhang, T., Cevrero, A., Beanato, G., Athanasopoulos, P, Coskun, A. K,,
& Leblebici, Y. (2013). 3D-MMC: A Modular 3D Multi-Core Architecture with
Efficient Resource Pooling. Design, Automation & Test in Europe Conference &
Exhibition (DATE), 2013.

2. T. Emi et al. Tape: Thermal-aware agent-based power economy for multi/
many-core architectures. InNICCAD, pages 302 -309, 2009.

3. H. Qian etal. Cyber-physical thermal management of 3D multi-core cache-
processor system with microfluidic cooling.ASP Journal of Low Power Electronics,
7(1):1-12, 2011.

4. FE Zanini, M. M. Sabry, D. Atienza, and G. De Micheli. Hierarchical thermal
management policy for high-performance 3d systems with liquid cooling.IEEE
JETCAS, 1(2):88-101, 2011.

5. Aitken, R., Flautner, K., & Goodacre, J. (2010). High-Performance
Multiprocessor System on Chip: Trends in Chip Architecture for the Mass Market.
Multiprocessor System-on-Chip, 223-239.

278

3 B I P H U K HAIIOHAJIbHOI AKAIEMIT TEPYKABHOL
IIPYKOPITOHHOI CITY>KBJ YKPATHU
HAYKOBUXIIPAIIb CEPIS: BIICbKOBI TA TEXHIYHI HAYKU



BIMCBKOBI HAYKI

6. M. M. Sabry et al. Energy-Efficient Multi-Objective Thermal Control for
Liquid-Cooled 3D Stacked Architectures.IEEE Transactions on Computer-Aided
Design of Integrated Circuits and Systems, 30(12):1883-1896, 2011.

7. ARM°CORTEX®-M4 Development Systems. (2015). Digital Signal
Processing Using the ARM® CORTEX®-M4, 1-8.

8. R.G. Dreslinski et al. Near-Threshold Computing: Reclaiming Moore’s Law
Through Energy Efficient Integrated Circuits. InProc. of the IEEE, 98(2), 2010.

9. N. Xu et al. Thermal-Aware Post Layout Voltage-Island Generation for 3D
ICs. InJournal of Computer Science and Technology, 28(4):671-681, 2013.

10. K. Puttaswamy and G. H. Loh. Thermal Herding: Microarchitecture
Techniques for Controlling Hotspots in High-Performance 3D-Integrated
Processors. INHPCA, pages 193-204, 2007.

11. Han, Y., Chakraborty, K., Roy, S., & Kuntamukkala, V. (2011). A GPU
Algorithm for IC Floorplanning: Specification, Analysis and Optimization. 2011
24th Internatioal Conference on VLSI Design.

12. K. Sankaranarayanan, S. Velusamy, M. Stan, and K. Skadron. A Case
for Thermal-Aware Floorplanning at the Microarchitectural Level. InJournal of
Instruction-Level Parallelism, 8:1-16, 2005.

13. W-L.Hungetal. Thermal-Aware Floorplanning Using Genetic Algorithms.
InISQED, 2005.

14. Liu, W,, & Nannarelli, A. (2008). Net Balanced Floorplanning Based on
Elastic Energy Model. 2008 Norchip.

15. W.-L. Hung et al. Interconnect and Thermal-Aware Floorplanning for 3D
Microprocessors. INISQED, pages 98-104, 2006.

16. M. Healy et al. Multiobjective Microarchitectural Floorplanning for
2-D and 3-D ICs. InIEEE Transactions on Computer-Aided Design of Integrated
Circuits and Systems, 26(1), 2007.

17. Thermal-Aware Testing of Digital VLSI Circuits and Systems. (2018).
doi:10.1201/9781351227780.

loc €. B., 3yes [I. O., Kponaues A. B., babkin O. B. Po3BuTOK iepap-
Xi4YHOTO yIpaBIiHHA aapaTHUM 3a0e3MeYeHHsIM cepBepiB LEHTPY 00-
poOKM maHux

[TpoaHani3oBaHO MeTORM OL[iHIOBaHHS e(eKTMBHOCTI LeHTPiB 00-
POOKM TaHMX Ha OCHOBI MaTeMaTMIHOTO MOJIEMIOBAHHS CCTEMH eJIEKTPO-
cnoxuBaHHA. byno mosemeno, mo cucrema MPSoC e onTumanbHuM iH-
CTPYMEHTOM MOJETIOBaHHA. 3 METOI0 ONTUMi3allii MOJe/Ii KOHIIeMNii 11eH-
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TPai30BaHOTO yIIpaB/IiHHA Oy/l10 IIpOaHaIi30BaHO MDKPIBHEBY CUCTeMy
OXOJIOJPKEHHA Ta aKTUMBHY CXeMYy YIpPaBJiHHA. Byno npomeMoHcTpoBaHO
Cy4acHi METOIM TePMOPETYIIOBAHHS, 1[0 MAIOTh OyTI BUBYEHi Jy1d mo06y-
JI0OBM METOZOJIOTI eKCIITyaTallil eHeprornocTayaHHs mwiaTGopMn y paMkax,
61M3BKUX IO TOPOroBMX 3HaueHb. [IpoaHanisoBaHo cmoci6 onrtmmisanii
BUKOPMCTaHHA [PKepe/l HAIIPYTY Ta MiKpOoapXiTeKTYpHi METOAY KOHTPOJIIO
TeMIIepaTypHNUX TOYOK pocTyiy. MPSoC 6yna mokasaHa fK JOJATOK i
MiHiMi3alii r1o6anpHOrO TernmoBoro BIUMBY. [lokasana QyHKIisA BUTpaT
BU3HAYAETbCA AK CyMa BXIJHOIO CUTHA/Iy Ta HEOOXiZHOro po6odoro Ha-
BaHTaXeHHsA. Po3po0biieHa crucTemMa yIpaBliHHA 0a3yeTbCsl Ha iHTepBab-
HUX eTalax, SKi IOYMHAITHCS 3 IOTOYHOTO Yacy. [/ oLiHKu po3pobieHol
Mozie/Ii HOPiBHIOBA/INCS TeXHIKM OalaHCyBaHHS HaBaHTAKEHHS yIIPaB/IiH-
Hs1, TaO/MIIb TTOLIYKY, HEYiTKOI JIOTiKM Ta MPOAKTUBHI METOAM PifMTHHOTO
OXOJIOIPKEHHs. YHiBepca/lbHa METOZIOJIOTisA TEpMO-MOJI€TIOBAHHA Ha OCHO-
Bi MeTOMly KiHI|€BMX pi3HULb NO3BOJAE IIPOBECTY A[IEKBATHUII aHAJIi3 3a-
3HAYeHHOI Ipo6IeMM Ta CTBOPUTH Ha/IeKHi IporpamMi BifilOBITHO [0 Ha-
paMeTpiB cucreMu. MeTofo/10ris BUKOPUCTOBYE KpUTepil ONTUMaTbHOTO
KOHTPOJIIO IOIIYKY /I 3HAXOPKEHH:A ONTMMAa/bHOI INMPUHM MiKpOKaHa-
ny. OcHOBHOIO po6/IeMolo ONTUMi3alii € MiHiMi3allis MKOBOI TeMIepary-
PY Ta TEIUIOBUX TPafIi€HTIB MOJETI, 1110 JO3BOJIAE SMEHIUNTH CIIOKVBAHHA
CHCTEMM OXOJIOIPKEHHS.

KirouoBi croBa: yenmp 06pobku 0anux, cnoxueanHs enepeii, mexika
PiOUHHO20 0X07100HEHHS, 6ANAHCYBAHHSI HABAHMANEHHS, MAOTUUS NOULY-
Ky, HeuimKa n102ika, mepmo-mo0ento8aHHs;.

loc E. B., 3yes []. O., Kponaues A. B., babkun O. B. Po3BUTOK iepap-
XiYHOTO YIpaBIiHHA aapaTHUM 3a0e3MeYeHHsIM cepBepiB LEHTPY 00-
poOKM maHUX

[Tpoanam3upoBaHbl METOABI OLlEHKM 3P PEeKTUBHOCTU IIEHTPOB 00-
pabOTKM JaHHBIX Ha OCHOBE MaTeMaTUYeCKOrO MOJEMMPOBAHNS CUCTEMBI
anekTpornoTpebnenus. beto mokasano, yto cucrema MPSoC sBisercs
ONTHMMAJIbHBIM MHCTPYMEHTOM MofiennpoBaHusd. C Lenbl0 ONTUMM3a-
VM MOJieNMt KOHIEHINM IIeHTPaNTN30BaHHOTO YIPaB/IeHNUs ObUIM IpO-
aHa/IM3MPOBaHbl MEXXYPOBHEBasA CUCTEMA OXTXKIEHMA I aKTMBHAsA cxeMa
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ylpaBieHnA. BbIIO NPOEMOHCTPUPOBAHO, YTO COBPEMEHHbIE METOMbI
TePMOPETy/INpPOBAHNA, KOTOPbIE JO/DKHBI OBITh U3Y4eHbI /i1 HOCTPOCHMA
MEeTOJ[O/IOTMY IKCIUTyaTallMyl SHEProCHaOXKeHuA IUIATGOpPMBI B paMKax
O/IM3KMX K IOPOTOBBIM 3Ha4eHMAM. [IpoaHanusuposaH crocob onTummsa-
MM VICTIO/Ib30BaHMA MCTOYHMKOB HAIPSDKEHVA U MUKPOApXUTEKTYpHbIe
MeTOJIbl KOHTPOJIA TeMIepaTypPHBIX To4yeK gocTyna. MPSoC 6bi1a mokasa-
Ha KaK IPWIOXKeHNe JI/IA MUHUMM3AaLUN ITI00aIbHOTO TEIVIOBOTO BO3JIeli-
crBus. ITokasaHo, YTO QyHKLUA 3aTpaTr ONpefenAeTcs KaK CyMMa BXOJ-
HOTO CHTHa/Ia U HeoOXopuMoit pabodeit Harpysku. PaspaboraHa cucrema
yIpaB/ieHnsA 6asupyeTcs Ha MHTEPBA/IbHBIX 9TAllaX, KOTOPble HAYMHAIOTCA
C TeKyIero BpeMeHM. /1141 olleHKM pa3paboTaHHO MOJe/IN CPaBHUBA/INCD
TeXHVKY 0a/ITaHCHPOBKY HAIPY3KM YIPaB/IeHN A, TAOMNUI] TIOVCKA, HEYeTKOI
JIOTMKM U IIPOAKTUBHbIE METOJBI )KMAKOCTHOTO OX/TXK/ICHNA. YHUBEPCalIb-
Hasg METOJOJIOTHA TePMO-MOJE/NINPOBAHNA HAa OCHOBE METOfla KOHEYHBIX
pasHOCTel MTO3BOJIseT IPOBECTH a[JeKBATHBIN aHA/MN3 YKa3aHHOI Ipobie-
MBI J CO3aTh HajJIe)allye IPOrpaMMbl B COOTBETCTBMM C IapaMeTpaMu
cucTeMbl. MeTOROMOr A UCIOIb3yeT KPUTEPHUM ONTYMATIBHOTO KOHTPOJIA
HOMCKA JI/IA HAXOX/IEHNA ONTYMA/IbHON IMPUHBI MUKpOKaHama. OCHOB-
HOJI Ip06/1eMoi1 ONITUMM3ALNHA ABJISAETCS MMHUMU3AIVS IVKOBOJI TeMIle-
paTypbl ¥ TEIIOBBIX I'PA/iIeHTOB MOJE/N, 03BOJIAET YMEHBIINTD HOTpe-
O/1eHNe CUCTEMBI OXJTXK/ICHMA.

KnroueBble cmoBa: yeHmp 06pabomku 0aHHvLx, nompebsieHue IHepeu,
MeXHUKA HUOKOCHO20 OXIANOeHUs, 6anancuposka Hazpy3ku, mabauya
NoucCKa, HeuemKas 102UKa, Mepmo-mo0enuposaHue.
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