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Abstract. In this paper we present a matrix-constructive proof of an Stafford's Theorem about stably free modules over noncommutative rings. Matrix characterizations of noncommutative Hermite and projective-free rings are exhibit. Quotients, products and localizations of Hermite and some other classes of rings close related to Hermite rings are also considered.

## 1. Introduction

Finitely generated projective modules, stably free modules, projectivefree rings, Bézout rings and Hermite rings have recently encountered interesting applications in algebraic control theory and algebraic analysis. For example, in [19], internal stabilization of coherent control systems over a commutative domain $S$ is characterized in terms of conditions on $S$ as being a Prüfer domain or an Hermite commutative ring (see [19], Theorems 2 and 4). In [20], the concept of internal stabilizability of stable time-invariant linear system over $S$ is equivalent to the fact that certain $S$-modules are projective, whereas the existence of a doubly coprime factorization corresponds to the freeness of the same modules. In noncommutative algebraic analysis these homological objects have been applied to describe functional linear system of differential equations (SLF) over Ore algebras using matrix interpretations ([5], [6], [7], [18]).
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From a computational approach, it is very useful to study projective modules, stably free modules, projective-free rings and Hermite rings from a matrix-constructive point of view. This was done in [15] for the commutative case, the present paper can be considered as a generalization from commutative to noncommutative rings of some results presented in [15], Chapter 6 (see also [14]). The first section, needed for the rest of the paper, is about elementary facts of linear algebra over noncommutative rings and stably free modules (see also [8] and [17]). The second section is dedicated to give a matrix-constructive proof of a theorem due Stafford about stably free modules. The proof has been adapted from [18] but we can avoid the involution used in [18]. Matrix characterizations of Hermite and projective-free rings are presented in Sections 3 and 4. A matrix proof of a Kaplansky theorem about finitely generated projective modules over local rings is also included. Some remarkable classes of rings closed related to Hermite rings are considered in Section 5, in particular, we prove that for rings without nontrivial idempotents projective-free rings coincide with $\mathcal{I D}$ rings (i.e., rings for which each idempotent matrix is similar to a Smith normal diagonal matrix). Moreover, we will see that every $\mathcal{I D}$ ring $S$ is Hermite when all idempotents of $S$ are central. Products, quotients and localizations of Hermite rings are studied in Section 6, we proved that if $S$ is a left Noetherian ring and $P$ is a prime (completely prime) left localizable ideal of $S$, then $S_{P}$ is Hermite (projective-free).

### 1.1. Some topics from linear algebra

We start recalling some notations and well known elementary properties of linear algebra for left modules. All rings are noncommutative and modules will be considered on the left; $S$ will represent an arbitrary noncommutative ring; $S^{r}$ is the left $S$-module of columns of size $r \times 1$; if $S^{s} \xrightarrow{f} S^{r}$ is an $S$-homomorphism then there is a matrix associated to $f$ in the canonical bases of $S^{r}$ and $S^{s}$, denoted $F:=m(f)$, and disposed by columns, i.e., $F \in M_{r \times s}(S)$. In fact, if $f$ is given by $S^{s} \xrightarrow{f} S^{r}, \boldsymbol{e}_{j} \mapsto \boldsymbol{f}_{j}$, where $\left\{\boldsymbol{e}_{1}, \ldots, \boldsymbol{e}_{s}\right\}$ is the canonical basis of $S^{s}, f$ can be represented by a matrix, i.e., if $\boldsymbol{f}_{j}:=\left[\begin{array}{lll}f_{1 j} & \ldots & f_{r j}\end{array}\right]^{T}$, then the matrix of $f$ in the canonical bases of $S^{s}$ and $S^{r}$ is

$$
F:=\left[\begin{array}{lll}
\boldsymbol{f}_{1} & \cdots & \boldsymbol{f}_{s}
\end{array}\right]=\left[\begin{array}{ccc}
f_{11} & \cdots & f_{1 s} \\
\vdots & & \vdots \\
f_{r 1} & \cdots & f_{r s}
\end{array}\right] \in M_{r \times s}(S)
$$

Observe that $\operatorname{Im}(f)$ is the column module of $F$, i.e., the left $S$-module generated by the columns of $F$, denoted by $\langle F\rangle$ :

$$
\operatorname{Im}(f)=\left\langle f\left(\boldsymbol{e}_{1}\right), \ldots, f\left(\boldsymbol{e}_{s}\right)\right\rangle=\left\langle\boldsymbol{f}_{1}, \ldots, \boldsymbol{f}_{s}\right\rangle=\langle F\rangle .
$$

We recall also that
$\operatorname{Syz}\left(\left\{\boldsymbol{f}_{1}, \ldots, \boldsymbol{f}_{s}\right\}\right):=\left\{\boldsymbol{a}: \left.=\left[\begin{array}{lll}a_{1} & \cdots & a_{s}\end{array}\right]^{T} \in S^{S} \right\rvert\, a_{1} \boldsymbol{f}_{1}+\cdots+a_{s} \boldsymbol{f}_{s}=\mathbf{0}\right\}$, and

$$
\begin{equation*}
\operatorname{Syz}\left(\left\{\boldsymbol{f}_{1}, \ldots, \boldsymbol{f}_{s}\right\}\right)=\operatorname{ker}(f) . \tag{1}
\end{equation*}
$$

Moreover, observe that if $\boldsymbol{a}:=\left(a_{1}, \ldots, a_{s}\right)^{T} \in S^{s}$, then

$$
\begin{equation*}
f(\boldsymbol{a})=\left(\boldsymbol{a}^{T} F^{T}\right)^{T} \tag{2}
\end{equation*}
$$

Note that function $m: \operatorname{Hom}_{S}\left(S^{s}, S^{r}\right) \rightarrow M_{r \times s}(S)$ is bijective; moreover, if $S^{r} \xrightarrow{g} S^{p}$ is a homomorphism, then the matrix of $g f$ in the canonical bases is $m(g f)=\left(F^{T} G^{T}\right)^{T}$. Thus, $f: S^{r} \rightarrow S^{r}$ is an isomorphism if and only if $F^{T} \in G L_{r}(S)$. Finally, let $C \in M_{r}(S)$; the columns of $C$ conform a basis of $S^{r}$ if and only if $C^{T} \in G L_{r}(S)$. With this notation, a matrix characterization of f.g. projective modules can be formulated in the following way.
Proposition 1. Let $S$ be an arbitrary ring and $M$ a $S$-module. Then, $M$ is a f.g. projective $S$-module if and only if there exists a square matrix $F$ over $S$ such that $F^{T}$ is idempotent and $M=\langle F\rangle$.
Proof. $\Rightarrow)$ : If $M=0$, then $F=0$; let $M \neq 0$, there exists $s \geqslant 1$ and a $M^{\prime}$ such that $S^{s}=M \oplus M^{\prime}$; let $f: S^{s} \rightarrow S^{s}$ be the projection on $M$ and $F$ the matrix of $f$ in the canonical basis of $S^{s}$. Then, $f^{2}=f$ and $\left(F^{T} F^{T}\right)^{T}=F$, so $F^{T} F^{T}=F^{T}$; note that $M=\operatorname{Im}(f)=\langle F\rangle$.
$\Leftarrow)$ : Let $f: S^{s} \rightarrow S^{s}$ be the homomorphism defined by $F$ (see (2)); from $F^{T} F^{T}=F^{T}$ we get that $f^{2}=f$, moreover, since $M=\langle F\rangle$, then $\operatorname{Im}(f)=M$ and hence $M$ is direct summand of $S^{s}$, i.e., $M$ is f.g. projective (observe that the complement $M^{\prime}$ of $M$ is $\operatorname{ker}(f)$ and $f$ is the projection on $M$ ).
Remark 1. (i) When $S$ is commutative, or when we consider right modules instead of left modules, (2) says that $f(\boldsymbol{a})=F \boldsymbol{a}$. Moreover, the matrix of a compose homomorphism $g f$ is given by $m(g f)=m(g) m(f)$. Note that $f: S^{r} \rightarrow S^{r}$ is an isomorphism if and only if $F \in G L_{r}(S)$; moreover, $C \in G L_{r}(S)$ if and only if its columns conform a basis of $S^{r}$. In addition, Proposition 1 says that $M$ is a f.g. projective $S$-module if and
only if there exists a square matrix $F$ over $S$ such that $F$ is idempotent and $M=\langle F\rangle$.
(ii) When the matrices of homomorphisms of left modules are disposed by rows instead of by columns, i.e., if $S^{1 \times s}$ is the left free module of rows vectors of length $s$ and the matrix of the homomorphism $S^{1 \times s} \xrightarrow{f} S^{1 \times r}$ is defined by

$$
F^{\prime}=\left[\begin{array}{ccc}
f_{11}^{\prime} & \cdots & f_{1 r}^{\prime} \\
\vdots & & \vdots \\
f_{s 1}^{\prime} & \cdots & f_{s r}^{\prime}
\end{array}\right]:=\left[\begin{array}{ccc}
f_{11} & \cdots & f_{r 1} \\
\vdots & & \vdots \\
f_{1 s} & \cdots & f_{r s}
\end{array}\right] \in M_{s \times r}(S),
$$

then

$$
\begin{equation*}
f\left(a_{1}, \ldots, a_{s}\right)=\left(a_{1}, \ldots, a_{s}\right) F^{\prime} \tag{3}
\end{equation*}
$$

i.e., $f\left(\boldsymbol{a}^{T}\right)=\boldsymbol{a}^{T} F^{T}$. Thus, the values given by (3) and (2) agree since $F^{\prime}=F^{T}$. Moreover, the composed homomorphism $g f$ means that $g$ acts first and then acts $f$, and hence, the matrix of $g f$ is given by $m(g f)=$ $m(g) m(f)$. Note that $f: S^{1 \times r} \rightarrow S^{1 \times r}$ is an isomorphism if and only if $m(f) \in G L_{r}(S)$; moreover, $C \in G L_{r}(S)$ if and only if its rows conform a basis of $S^{1 \times r}$. This left-row notation is also used in [8] and [18]. Observe that with this notation, the proof of Proposition 1 says that $M$ is a f.g. projective $S$-module if and only if there exists a square matrix $F$ over $S$ such that $F$ is idempotent and $M=\langle F\rangle$, but in this case $\langle F\rangle$ represents the module generated by the rows of $F$. Note that Proposition 1 could has been formulated this way: In fact, the set of idempotents matrices of $M_{s}(S)$ coincides with the set $\left\{F^{T} \mid F \in M_{s}(S), F^{T}\right.$ idempotent $\}$.
Definition 1 ([12]). Let $S$ be a ring.
(i) $S$ satisfies the rank condition $(\mathcal{R C})$ if for any integers $r, s \geqslant 1$, given an epimorphism $S^{r} \xrightarrow{f} S^{s}$, then $r \geqslant s$.
(ii) $S$ is an $\mathcal{I B N}$ ring (Invariant Basis Number) if for any integers $r, s \geqslant 1, S^{r} \cong S^{s}$ if and only if $r=s$.
Proposition 2. Let $S$ be a ring.
(i) $S$ is $\mathcal{R C}$ if and only if given any matrix $F \in M_{s \times r}(S)$ the following condition holds:
if $F$ has a right inverse then $r \geqslant s$.
(ii) $S$ is $\mathcal{R C}$ if and only if given any matrix $F \in M_{s \times r}(S)$ the following condition holds:
if $F$ has a left inverse then $s \geqslant r$.

Proof. (i) $\Rightarrow$ ): Let $G$ be a right inverse of $F, F G=I_{s}$; let $f: S^{r} \rightarrow S^{s}$ and $g: S^{s} \rightarrow S^{r}$ such that $m(f)=F$ and $m(g)=G$. Then, $\left(\left(F^{T}\right)^{T}\left(G^{T}\right)^{T}\right)^{T}=$ $I_{s}$; let $f^{T}: S^{s} \rightarrow S^{r}$ and $g^{T}: S^{r} \rightarrow S^{s}$ such that $m\left(f^{T}\right)=F^{T}$ and $m\left(g^{T}\right)=G^{T}$, then $m\left(g^{T} f^{T}\right)=m\left(i_{S^{s}}\right)$ and hence $g^{T} f^{T}=i_{S^{s}}$, i.e., $g^{T}$ is surjective. Since $S$ is $\mathcal{R C}$, then $r \geqslant s$.
$\Leftarrow)$ : Let $S^{r} \xrightarrow{f} S^{s}$ be an epimorphism, there exists $S^{s} \xrightarrow{g} S^{r}$ such that $f g=i_{S^{s}}$; let $F:=m(f) \in M_{s \times r}(S)$ and $G:=m(g) \in M_{r \times s}(S)$, then $m(f g)=\left(G^{T} F^{T}\right)^{T}=I_{s}$, so $G^{T} F^{T}=I_{s}$, i.e., $G^{T}$ has right inverse, and by hypothesis $r \geqslant s$. This means that $S$ is $\mathcal{R C}$.
(ii) $\Rightarrow)$ : Let $G \in M_{r \times s}(S)$ a left inverse of $F$, then $G$ has right inverse, and by (i), $s \geqslant r$.
$\Leftarrow):$ Let $S^{r} \xrightarrow{f} S^{s}$ be an epimorphism; as in (i), $G^{T} F^{T}=I_{s}$, so $F^{T} \in M_{r \times s}(S)$ has a left inverse and by the hypothesis $r \geqslant s$. Thus, $S$ is $\mathcal{R C}$.

Proposition 3. $\mathcal{R C} \Rightarrow \mathcal{I B N}$.
Proof. Let $S^{r} \xrightarrow{f} S^{s}$ be an isomorphism, then $f$ is an epimorphism, and hence $r \geqslant s$; considering $f^{-1}$ we get that $s \geqslant r$.

Remark 2. Most of rings are $\mathcal{R C}$, and hence, $\mathcal{I B N}$. For example, commutative rings and left Noetherian rings are $\mathcal{R C}$ (see [17] and [9]). The condition $\mathcal{I B N}$ for rings is independent of the side we are considering the modules (see [8]). The same is true for the $\mathcal{R C}$ property. From now on we will assume that all rings considered in the present paper are $\mathcal{R C}$.

### 1.2. Stably free modules

Definition 2. Let $M$ be an $S$-module and $t \geqslant 0$ an integer. $M$ is stably free of rank $t \geqslant 0$ if there exist an integer $s \geqslant 0$ such that $S^{s+t} \cong S^{s} \oplus M$.

The rank of $M$ is denoted by $\operatorname{rank}(M)$. Note that any stably free module $M$ is finitely generated and projective. Moreover, as we will show in the next proposition, $\operatorname{rank}(M)$ is well defined, i.e., $\operatorname{rank}(M)$ is unique for $M$.

Proposition 4. Let $t, t^{\prime}, s, s^{\prime} \geqslant 0$ integers such that $S^{s+t} \cong S^{s} \oplus M$ and $S^{s^{\prime}+t^{\prime}} \cong S^{s^{\prime}} \oplus M$. Then, $t^{\prime}=t$.

Proof. We have $S^{s^{\prime}} \oplus S^{s+t} \cong S^{s^{\prime}} \oplus S^{s} \oplus M$ and $S^{s} \oplus S^{s^{\prime}+t^{\prime}} \cong S^{s} \oplus S^{s^{\prime}} \oplus M$, then since $S$ is an $\mathcal{I B N}$ ring, $s^{\prime}+s+t=s+s^{\prime}+t^{\prime}$, and hence $t^{\prime}=t$.

Corollary 1. $M$ is stably free of rank $t \geqslant 0$ if and only if there exist integers $r, s \geqslant 0$ such that $S^{r} \cong S^{s} \oplus M$, with $r \geqslant s$ and $t=r-s$.

Proof. If $M$ is stably free of rank $t$, then $S^{s+t} \cong S^{s} \oplus M$ for some integers $s, t \geqslant 0$, then taking $r:=s+t$ we get the result. Conversely, if there exist integers $r, s \geqslant 0$ such that $S^{r} \cong S^{s} \oplus M$, with $r \geqslant s$, then $S^{s+r-s} \cong S^{s} \oplus M$, i.e., $M$ is stably free of rank $r-s$.

Proposition 5. Let $M$ be an $S$-module and let $r, s \geqslant 0$ integers such that $S^{r} \cong S^{s} \oplus M$. Then $r \geqslant s$.

Proof. The canonical projection $S^{r} \rightarrow S^{s}$ is an epimorphism, but since we are assuming that $S$ is $\mathcal{R C}$, then $r \geqslant s$.

Corollary 2. $M$ is stably free if and only if there exist integers $r, s \geqslant 0$ such that $S^{r} \cong S^{s} \oplus M$.

Proof. This is a direct consequence of Corollary 1 and Proposition 5.
Proposition 6. Let $M$ be an $S$-module. Then, the following conditions are equivalent
(i) $M$ is stably free.
(ii) $M$ has a minimal presentation, i.e., $M$ has a finite presentation $S^{s} \xrightarrow{f_{1}} S^{r} \xrightarrow{f_{0}} M \rightarrow 0$, where $f_{1}$ has a left inverse.

Proof. See [17], Chapter 11.
From this proposition we get a matrix characterization of stably free modules (compare with [18], Lemma 16).

Corollary 3. Let $M$ be an $S$-module. Then the following conditions are equivalent:
(i) $M$ is stably free.
(ii) $M$ is projective and has a finite system of generators $\boldsymbol{f}_{1}, \ldots, \boldsymbol{f}_{r}$ such that Syz\{ $\left.\boldsymbol{f}_{1}, \ldots, \boldsymbol{f}_{r}\right\}$ is the module generated by the columns of a matrix $F_{1}$ of size $r \times s$ such that $F_{1}^{T}$ has a right inverse.

Proof. (i) $\Rightarrow$ (ii) By Proposition 6, $M$ is projective and has a finite presentation $S^{s} \xrightarrow{f_{1}} S^{r} \xrightarrow{f_{0}} M \rightarrow 0$, where $f_{1}$ has a left inverse. Let $\boldsymbol{f}_{i}=f_{0}\left(\boldsymbol{e}_{i}\right)$, where $\left\{\boldsymbol{e}_{i}\right\}_{1 \leqslant i \leqslant r}$ is the canonical basis of $S^{r}$. Then $M=$ $\left\langle\boldsymbol{f}_{1}, \ldots, \boldsymbol{f}_{r}\right\rangle$ and $\operatorname{Im}\left(f_{1}\right)=\operatorname{ker}\left(f_{0}\right)=S y z\left\{\boldsymbol{f}_{1}, \ldots, \boldsymbol{f}_{r}\right\}$, but $\operatorname{Im}\left(f_{1}\right)$ is the
module generated by the columns of the matrix $F_{1}$ defined by $f_{1}$ in the canonical bases. Thus, let $g_{1}: S^{r} \rightarrow S^{s}$ be a left inverse of $f_{1}$, then $g_{1} f_{1}=i_{S^{s}}$ and the matrix of $g_{1} f_{1}$ in the canonical bases is $I_{s}=\left(F_{1}^{T} G_{1}^{T}\right)^{T}$, so $I_{s}=F_{1}^{T} G_{1}^{T}$.
(ii) $\Rightarrow$ (i) Let $\boldsymbol{f}_{1}, \ldots, \boldsymbol{f}_{r}$ be a set of generators of $M$ such that $S y z\left\{\boldsymbol{f}_{1}, \ldots, \boldsymbol{f}_{r}\right\}$ is the module generated by the columns of a matrix $F_{1}$ of size $r \times s$ such that $F_{1}^{T}$ has a right inverse. We have the exact sequence $0 \rightarrow \operatorname{ker}\left(f_{0}\right) \xrightarrow{\iota} S^{r} \xrightarrow{f_{0}} M \rightarrow 0$, where $\iota$ is the canonical injection and $f_{0}$ is defined as above. We have $\operatorname{ker}\left(f_{0}\right)=\operatorname{Syz}\left\{\boldsymbol{f}_{1}, \ldots, \boldsymbol{f}_{r}\right\}=\left\langle F_{1}\right\rangle$, and thus we get the finite presentation $S^{s} \xrightarrow{f_{1}} S^{r} \xrightarrow{f_{0}} M \rightarrow 0$, where $f_{1}\left(\boldsymbol{e}_{j}\right)$ is the $j^{\text {th }}$ column of $F_{1}, 1 \leqslant j \leqslant s$. By hypothesis $F_{1}^{T}$ has a right inverse, $F_{1}^{T} G_{1}^{T}=I_{s}$, so $I_{s}=\left(F_{1}^{T} G_{1}^{T}\right)^{T}$. Let $g_{1}: S^{r} \rightarrow S^{s}$ be the homomorphism defined by $G_{1} \in M_{s \times r}(S)$ in the canonical bases, then $g_{1} f_{1}=i_{S^{s}}$ and $f_{1}$ is injective, this implies that the sequence $0 \rightarrow S^{s} \xrightarrow{f_{1}} S^{r} \xrightarrow{f_{0}} M \rightarrow 0$ is exact. By Proposition $6, M$ is stably free.

## 2. Stafford's theorem: a constructive proof

A well known result due Stafford says that any left ideal of the Weyl algebras $D:=A_{n}(K)$ or $B_{n}(K)$, where $K$ is a filed with $\operatorname{char}(K)=0$, is generated by two elements. Recall that the Weyl algebra is defined by $A_{n}(K):=K\left[t_{1}, \ldots, t_{n}\right]\left[x_{1} ; \partial / \partial t_{1}\right] \cdots\left[x_{n} ; \partial / \partial t_{n}\right]$ and $B_{n}(K)$ is the extended Weyl algebra defined as $K\left(t_{1}, \ldots, t_{n}\right)\left[x_{1} ; \partial / \partial t_{1}\right] \cdots\left[x_{n} ; \partial / \partial t_{n}\right]$ (see [22] and [18]). From the Stafford's Theorem follows that any stably free left module $M$ over $D$ with $\operatorname{rank}(M) \geqslant 2$ is free. In [18] is presented a constructive proof of this result that we want to study for arbitrary $\mathcal{R C}$ rings. Actually, we will consider the generalization given in [18] staying that any stably free left $S$-module $M$ with $\operatorname{rank}(M) \geqslant \operatorname{sr}(S)$ is free, where $\operatorname{sr}(S)$ denotes the stable rank of the ring $S$. Our proof have been adapted from [18], however we do not need the involution of ring $S$ used in [18] because of our left notation for modules and column representation for homomorphism. This could justify our special left-column notation.

Definition 3. Let $F$ be a matrix over $S$ of size $r \times s$. Then,
(i) Let $r \geqslant s . F$ is unimodular if and only if $F$ has a left inverse.
(ii) Let $s \geqslant r$. $F$ is unimodular if and only if $F$ has a right inverse.

In particular, the set of unimodular column matrices of size $r \times 1$ is denoted by $U m_{c}(r, S) . U m_{r}(s, S)$ is the set of unimodular row matrices of size $1 \times s$.

Note that a column matrix is unimodular if and only if the left ideal generated by its entries coincides with $S$, and a row matrix is unimodular if and only if the right ideal generated by its entries is $S$.

Definition 4. Let $S$ be a ring and $\mathbf{v}:=\left[\begin{array}{lll}v_{1} & \ldots & v_{r}\end{array}\right]^{T} \in U m_{c}(r, S)$ an unimodular column vector. $\mathbf{v}$ is called stable (reducible) if there exists $a_{1}, \ldots, a_{r-1} \in S$ such that $\mathbf{v}^{\prime}:=\left[\begin{array}{lll}v_{1}+a_{1} v_{r} & \ldots & v_{r-1}+a_{r-1} v_{r}\end{array}\right]^{T}$ is unimodular. It says that the left stable rank of $S$ is $d \geqslant 1$, denoted $\operatorname{sr}(S)=d$, if $d$ is the least positive integer such that every unimodular column vector of length $d+1$ is stable. It says that $\operatorname{sr}(S)=\infty$ if for every $d \geqslant 1$ there exits a non stable unimodular column vector of length $d+1$.

In a similar way is defined the right stable rank of $S$, however, both ranks coincide ([2]). Two preliminary results are needed for the main theorem of this section.

Proposition 7. Let $S$ be a ring and $\boldsymbol{v}:=\left[\begin{array}{lll}v_{1} & \ldots & v_{r}\end{array}\right]^{T}$ an unimodular stable column vector over $S$, then there exists $U \in E_{r}(S)$ such that $U \boldsymbol{v}=e_{1}$.

Proof. See [18], Proposition 38.
Lemma 1. Let $S$ be a ring and $M$ a stably free $S$-module given by a minimal presentation $S^{s} \xrightarrow{f_{1}} S^{r} \xrightarrow{f_{0}} M \rightarrow 0$. Let $g_{1}: S^{r} \rightarrow S^{s}$ such that $g_{1} f_{1}=i_{S^{s}}$. Then the following conditions are equivalent:
(i) $M$ is free of dimension $r-s$.
(ii) There exists a matrix $U \in G L_{r}(S)$ such that $U G_{1}^{T}=\left[\begin{array}{c}I_{s} \\ 0\end{array}\right]$, where $G_{1}$ is the matrix of $g_{1}$ in the canonical bases. In such case, the last $r-s$ columns of $U^{T}$ conform a basis for $M$. Moreover, the first $s$ columns of $U^{T}$ conform the matrix $F_{1}$ of $f_{1}$ in the canonical bases.
(iii) There exists a matrix $V \in G L_{r}(S)$ such that $G_{1}^{T}$ coincides with the first s columns of $V$, i.e., $G_{1}^{T}$ can be completed to an invertible matrix $V$ of $G L_{r}(S)$.

Proof. By the hypothesis, the exact sequence $0 \rightarrow S^{s} \xrightarrow{f_{1}} S^{r} \xrightarrow{f_{0}} M \rightarrow 0$ splits, so $F_{1}^{T}$ admits a right inverse $G_{1}^{T}$, where $F_{1}$ is the matrix of $f_{1}$ in the canonical bases and $G_{1}$ is the matrix of $g_{1}: S^{r} \rightarrow S^{s}$, with $g_{1} f_{1}=i_{S^{s}}$, i.e., $F_{1}^{T} G_{1}^{T}=I_{s}$. Moreover, there exists $g_{0}: M \rightarrow S^{r}$ such that $f_{0} g_{0}=i_{M}$.

From this we get also the split sequence $0 \rightarrow M \xrightarrow{g_{0}} S^{r} \xrightarrow{g_{1}} S^{s} \rightarrow 0$. Note that $M \cong \operatorname{ker}\left(g_{1}\right)$.
(i) $\Rightarrow$ (ii): We have $S^{r}=\operatorname{ker}\left(g_{1}\right) \oplus \operatorname{Im}\left(f_{1}\right)$; by the hypothesis $\operatorname{ker}\left(g_{1}\right)$ is free. If $s=r$ then $\operatorname{ker}\left(g_{1}\right)=0$ and hence $f_{1}$ is an isomorphism, so $f_{1} g_{1}=i_{S^{s}}$, i.e., $G_{1}^{T} F_{1}^{T}=I_{s}$. Thus, we can take $U:=F_{1}^{T}$.
Let $r>s$; if $\left\{\boldsymbol{e}_{1}, \ldots, \boldsymbol{e}_{s}\right\}$ is the canonical basis of $S^{s}$, then $\left\{\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{s}\right\}$ is a basis of $\operatorname{Im}\left(f_{1}\right)$ with $\boldsymbol{u}_{i}:=f_{1}\left(\boldsymbol{e}_{i}\right), 1 \leqslant i \leqslant s$; let $\left\{\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{p}\right\}$ be a basis of $\operatorname{ker}\left(g_{1}\right)$ with $p=r-s$. Then, $\left\{\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{p}, \boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{s}\right\}$ is a basis of $S^{r}$. We define $S^{r} \xrightarrow{h} S^{r}$ by $h\left(\boldsymbol{e}_{i}\right):=\boldsymbol{u}_{i}$ for $1 \leqslant i \leqslant s$, and $h\left(\boldsymbol{e}_{s+j}\right):=\boldsymbol{v}_{j}$ for $1 \leqslant j \leqslant p$. Clearly $h$ is bijective; moreover, $g_{1} h\left(\boldsymbol{e}_{i}\right)=g_{1}\left(\boldsymbol{u}_{i}\right)=g_{1} f_{1}\left(\boldsymbol{e}_{i}\right)=$ $\boldsymbol{e}_{i}$ and $g_{1} h\left(\boldsymbol{e}_{s+j}\right)=g_{1}\left(\boldsymbol{v}_{j}\right)=\mathbf{0}$, i.e., $H^{T} G_{1}^{T}=\left[\begin{array}{c}I_{s} \\ 0\end{array}\right]$. Let $U:=H^{T}$, so we observe that the last $p$ columns of $U^{T}$ conform a basis of $\operatorname{ker}\left(g_{1}\right) \cong M$ and the first $s$ columns of $U^{T}$ conform $F_{1}$.
(ii) $\Rightarrow$ (i): Let $U_{(k)}$ the $k$-th row of $U$, then we have that $U G_{1}^{T}=$ $\left[U_{(1)} \cdots U_{(s)} \cdots U_{(r)}\right]^{T} G_{1}^{T}=\left[\begin{array}{c}I_{s} \\ 0\end{array}\right]$, so $U_{(i)} G_{1}^{T}=e_{i}^{T}, 1 \leqslant i \leqslant s, U_{(s+j)} G_{1}^{T}=$ $\mathbf{0}, 1 \leqslant j \leqslant p$ with $p:=r-s$. This means that $\left(U_{(s+j)}\right)^{T} \in \operatorname{ker}\left(g_{1}\right)$ and hence $\left\langle\left(U_{(s+j)}\right)^{T} \mid 1 \leqslant j \leqslant p\right\rangle \subseteq \operatorname{ker}\left(g_{1}\right)$. On the other hand, let $\boldsymbol{c} \in$ $\operatorname{ker}\left(g_{1}\right) \subseteq S^{r}$, then $\boldsymbol{c}^{T} G_{1}^{T}=\mathbf{0}$ and $\boldsymbol{c}^{T} U^{-1} U G_{1}^{T}=\mathbf{0}$, thus $\boldsymbol{c}^{T} U^{-1}\left[\begin{array}{c}I_{s} \\ 0\end{array}\right]=$ 0 and hence $\left(\boldsymbol{c}^{T} U^{-1}\right)^{T} \in \operatorname{ker}(l)$, where $l: S^{r} \rightarrow S^{s}$ is the homomorphism with matrix $\left[\begin{array}{ll}I_{s} & 0\end{array}\right]$. Let $\boldsymbol{d}=\left[d_{1}, \ldots, d_{r}\right]^{T} \in \operatorname{ker}(l)$, then $\left[d_{1}, \ldots, d_{r}\right]\left[\begin{array}{c}I_{s} \\ 0\end{array}\right]=\mathbf{0}$ and from this we conclude that $d_{1}=\cdots=d_{s}=0$, i.e., $\operatorname{ker}(l)=\left\langle\boldsymbol{e}_{s+1}, \boldsymbol{e}_{s+2}, \ldots, \boldsymbol{e}_{s+p}\right\rangle$. From $\left(\boldsymbol{c}^{T} U^{-1}\right)^{T} \in \operatorname{ker}(l)$ we get that $\left(\boldsymbol{c}^{T} U^{-1}\right)^{T}=a_{1} \cdot \boldsymbol{e}_{s+1}+\cdots+a_{p} \cdot \boldsymbol{e}_{s+p}$, so $\boldsymbol{c}^{T} U^{-1}=\left(a_{1} \cdot \boldsymbol{e}_{s+1}+\cdots+a_{p} \cdot \boldsymbol{e}_{s+p}\right)^{T}$, i.e., $\boldsymbol{c}^{T}=\left(a_{1} \cdot \boldsymbol{e}_{s+1}+\cdots+a_{p} \cdot \boldsymbol{e}_{s+p}\right)^{T} U$ and from this we get that $\boldsymbol{c} \in$ $\left\langle\left(U_{(s+j)}\right)^{T} \mid 1 \leqslant j \leqslant p\right\rangle$. This proves that $\operatorname{ker}\left(g_{1}\right)=\left\langle\left(U_{(s+j)}\right)^{T} \mid 1 \leqslant j \leqslant p\right\rangle$; but since $U$ is invertible, then $\operatorname{ker}\left(g_{1}\right)$ is free of dimension $p$. We have proved also that the last $p$ columns of $U^{T}$ conform a basis for $\operatorname{ker}\left(g_{1}\right) \cong M$.
(ii) $\Leftrightarrow$ (iii): $U G_{1}^{T}=\left[\begin{array}{c}I_{s} \\ 0\end{array}\right]$ if and only if $G_{1}^{T}=U^{-1}\left[\begin{array}{c}I_{s} \\ 0\end{array}\right]$, but the first $s$ columns of $U^{-1}\left[\begin{array}{c}I_{s} \\ 0\end{array}\right]$ coincides with the first $s$ columns of $U^{-1}$; taking $V:=U^{-1}$ we get the result.

Theorem 1. Let $S$ be a ring. Then any stably free $S$-module $M$ with $\operatorname{rank}(M) \geqslant \operatorname{sr}(S)$ is free with dimension equals to $\operatorname{rank}(M)$.

Proof. Since $M$ is stably free it has a minimal presentation, and hence, it is given by an exact sequence

$$
0 \rightarrow S^{s} \xrightarrow{f_{1}} S^{r} \xrightarrow{f_{0}} M \rightarrow 0 ;
$$

moreover, note that $\operatorname{rank}(M)=r-s$. Since this sequence splits, $F_{1}^{T}$ admits a right inverse $G_{1}^{T}$, where $F_{1}$ is the matrix of $f_{1}$ in the canonical bases and $G_{1}$ is the matrix of $g_{1}: S^{r} \rightarrow S^{s}$, with $g_{1} f_{1}=i_{S^{s}}$. The idea of the proof is to find a matrix $U \in G L_{r}(S)$ such that $U G_{1}^{T}=\left[\begin{array}{c}I_{s} \\ 0\end{array}\right]$ and then apply Lemma 1.

We have $F_{1}^{T} G_{1}^{T}=I_{s}$ and from this we get that the first column $\boldsymbol{g}_{1}$ of $G_{1}^{T}$ is unimodular, but since $r>r-s \geqslant \operatorname{sr}(S)$, then $\boldsymbol{g}_{1}$ is stable, and by Proposition 7 , there exists $U_{1} \in E_{r}(S)$ such that $U_{1} \boldsymbol{g}_{1}=\boldsymbol{e}_{1}$. If $s=1$, we finish since $G_{1}^{T}=\boldsymbol{g}_{1}$.

Let $s \geqslant 2$; we have

$$
U_{1} G_{1}^{T}=\left[\begin{array}{cc}
1 & * \\
0 & F_{2}
\end{array}\right], F_{2} \in M_{(r-1) \times(s-1)}(S)
$$

Note that $U_{1} G_{1}^{T}$ has a left inverse (for instance $F_{1}^{T} U_{1}^{-1}$ ), and the form of this left inverse is

$$
L=\left[\begin{array}{cc}
1 & * \\
0 & L_{2}
\end{array}\right], L_{2} \in M_{(s-1) \times(r-1)}(S)
$$

and hence $L_{2} F_{2}=I_{s-1}$. The first column of $F_{2}$ is unimodular and since $r-1>r-s \geqslant \operatorname{sr}(S)$ we apply again Proposition 7 and we obtain a matrix $U_{2}^{\prime} \in E_{r-1}(S)$ such that

$$
U_{2}^{\prime} F_{2}=\left[\begin{array}{cc}
1 & * \\
0 & F_{3}
\end{array}\right], F_{3} \in M_{(r-2) \times(s-2)}(S)
$$

Let

$$
U_{2}:=\left[\begin{array}{cc}
1 & 0 \\
0 & U_{2}^{\prime}
\end{array}\right] \in E_{r}(S)
$$

then we have

$$
U_{2} U_{1} G_{1}^{T}=\left[\begin{array}{ccc}
1 & * & * \\
0 & 1 & * \\
0 & 0 & F_{3}
\end{array}\right]
$$

By induction on $s$ and multiplying on the left by elementary matrices we get a matrix $U \in E_{r}(S)$ such that

$$
U G_{1}^{T}=\left[\begin{array}{c}
I_{s} \\
0
\end{array}\right]
$$

From this result we get automatically Stafford's Theorem.
Corollary 4 (Stafford). Let $D:=A_{n}(K)$ or $B_{n}(K)$, with $\operatorname{char}(K)=0$. Then, any stably free left $D$-module $M$ satisfying $\operatorname{rank}(M) \geqslant 2$ is free.

Proof. The results follows from Theorem 1 since $\operatorname{sr}(D)=2$.

## 3. Matrix descriptions of Hermite rings

Rings for which all stably free modules are free have occupied special attention in homological algebra. In this section we will extend the matrixconstructive interpretation of commutative Hermite rings given in [15] to the more general case of noncommutative rings.

Definition 5. Let $S$ be a ring.
(i) $S$ is a projective-free $(P F)$ ring if every f.g. projective $S$-module is free.
(ii) $S$ is a $P S F$ ring if every f.g. projective $S$-module is stably free.
(iii) $S$ is a Hermite ring, property denoted by $H$, if any stably free $S$-module is free.

The right versions of the above rings (i.e., for right modules) are defined in a similar way and denoted by $P F_{r}, P S F_{r}$ and $H_{r}$, respectively. We say that $S$ is a $\mathcal{P F}$ ring if $S$ is $P F$ and $P F_{r}$ simultaneously; similarly, we define the properties $\mathcal{P S \mathcal { F }}$ and $\mathcal{H}$. However, we will prove below later that these properties are left-right symmetric, i.e., they can be denoted
 and $\mathcal{H D}$.

From Definition 5 and Theorem 6 we get that

$$
\begin{equation*}
H \cap P S F=P F \tag{4}
\end{equation*}
$$

The following theorem gives a matrix description of $H$ rings (see [8] and compare with [15] for the particular case of commutative rings. In [4] is presented a different and independent proof of this theorem for right modules).

Theorem 2. Let $S$ be a ring. Then, the following conditions are equivalent.
(i) $S$ is $H$.
(ii) For every $r \geqslant 1$, any unimodular row matrix $\boldsymbol{u}$ over $S$ of size $1 \times r$ can be completed to an invertible matrix of $G L_{r}(S)$ adding $r-1$ new rows.
(iii) For every $r \geqslant 1$, if $\boldsymbol{u}$ is an unimodular row matrix of size $1 \times r$, then there exists a matrix $U \in G L_{r}(S)$ such that $\boldsymbol{u} U=(1,0, \ldots, 0)$.
(iv) For every $r \geqslant 1$, given an unimodular matrix $F$ of size $s \times r, r \geqslant s$, there exists $U \in G L_{r}(S)$ such that

$$
F U=\left[\begin{array}{lll}
I_{s} & \mid & 0
\end{array}\right] .
$$

Proof. (i) $\Rightarrow$ ) (ii): Let $\boldsymbol{u}:=\left[u_{1} \cdots u_{r}\right]$ and $\boldsymbol{v}:=\left[v_{1} \cdots v_{r}\right]^{T}$ such that $\boldsymbol{u} \boldsymbol{v}=1$, i.e., $u_{1} v_{1}+\cdots+u_{r} v_{r}=1$; we define

$$
\begin{aligned}
S^{r} & \xrightarrow{\alpha} S \\
e_{i} & \mapsto v_{i}
\end{aligned}
$$

where $\left\{\boldsymbol{e}_{1}, \ldots, \boldsymbol{e}_{r}\right\}$ is the canonical basis of the left free module $S^{r}$ of columns vectors. Observe that $\alpha\left(\boldsymbol{u}^{T}\right)=1$; we define the homomorphism $\beta: S \rightarrow S^{r}$ by $\beta(1):=\boldsymbol{u}^{T}$, then $\alpha \beta=i_{S}$. From this we get that $S^{r}=\operatorname{Im}(\beta) \oplus \operatorname{ker}(\alpha), \beta$ is injective, $\left\langle\boldsymbol{u}^{T}\right\rangle=\operatorname{Im}(\beta) \cong S$ and $\operatorname{Im}(\beta)$ is free with basis $\left\{\boldsymbol{u}^{T}\right\}$. This implies that $S^{r} \cong S \oplus \operatorname{ker}(\alpha)$, i.e., $\operatorname{ker}(\alpha)$ is stably free of rank $r-1$, so by hypothesis, $\operatorname{ker}(\alpha)$ is free of dimension $r-1$; let $\left\{\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{r-1}\right\}$ be a basis of $\operatorname{ker}(\alpha)$, then $\left\{\boldsymbol{u}^{T}, \boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{r-1}\right\}$ is a basis of $S^{r}$. This means that $\left[\begin{array}{ll}\boldsymbol{u}^{T} & \boldsymbol{x}_{1} \cdots \boldsymbol{x}_{r-1}\end{array}\right]^{T} \in G L_{r}(S)$, i.e., $\boldsymbol{u}$ can be completed to an invertible matrix of $G L_{r}(S)$ adding $r-1$ rows.
(ii) $\Rightarrow$ ) (i): Let $M$ be an stably free $S$-module, then there exist integers $r, s \geqslant 0$ such that $S^{r} \cong S^{s} \oplus M$. It is enough to prove that $M$ is free for the case when $s=1$. In fact, $S^{r} \cong S^{s} \oplus M=S \oplus\left(S^{s-1} \oplus M\right)$ is free and hence $S^{s-1} \oplus M$ is free; repeating this reasoning we conclude that $S \oplus M$ is free, so $M$ is free.

Let $r \geqslant 1$ such that $S^{r} \cong S \oplus M$, let $\pi: S^{r} \longrightarrow S$ be the canonical projection with kernel isomorphic to $M$ and let $\left\{\boldsymbol{e}_{1}, \ldots, \boldsymbol{e}_{r}\right\}$ be the canonical basis of $S^{r}$; there exists $\mu: S \longrightarrow S^{r}$ such that $\pi \mu=i_{S}$ and $S^{r}=\operatorname{ker}(\pi) \oplus \operatorname{Im}(\mu)$. Let $\mu(1):=\boldsymbol{u}^{T}:=\left[u_{1} \cdots u_{r}\right]^{T} \in S^{r}$, then $\pi\left(\boldsymbol{u}^{T}\right)=1=u_{1} \pi\left(\boldsymbol{e}_{1}\right)+\cdots+u_{r} \pi\left(\boldsymbol{e}_{r}\right)$, i.e., $\boldsymbol{v}:=\left[\pi\left(\boldsymbol{e}_{1}\right) \cdots \pi\left(\boldsymbol{e}_{r}\right)\right]^{T}$ is such
that $\boldsymbol{u} \boldsymbol{v}=1$, moreover, $S^{r}=\operatorname{ker}(\pi) \oplus\left\langle\boldsymbol{u}^{T}\right\rangle$. By hypothesis, there exists $U \in G L_{r}(S)$ such that $\boldsymbol{e}_{1}^{T} U=\boldsymbol{u}$.

Let $f^{T}: S^{r} \longrightarrow S^{r}$ be the homomorphism defined by $U^{T}$, then $f^{T}\left(\boldsymbol{e}_{1}\right)=\boldsymbol{u}^{T}$ and $f^{T}\left(\boldsymbol{e}_{i}\right)=\boldsymbol{u}_{i}$ for $i \geqslant 2$, where $\boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{r}$ are the others columns of $U^{T}$ (i.e., the transpose of the other rows of $U$ ). Since $U=\left(U^{T}\right)^{T}$ then $f^{T}$ is an isomorphism. If we prove that $f^{T}\left(\boldsymbol{e}_{i}\right) \in \operatorname{ker}(\pi)$ for each $i \geqslant 2$, then $\operatorname{ker}(\pi)$ is free, and consequently, $M$ is free. In fact, let $f^{\prime}$ be the restriction of $f^{T}$ to $\left\langle\boldsymbol{e}_{2}, \ldots, \boldsymbol{e}_{r}\right\rangle$, i.e., $f^{\prime}:\left\langle\boldsymbol{e}_{2}, \ldots, \boldsymbol{e}_{r}\right\rangle \longrightarrow \operatorname{ker}(\pi)$. Then $f^{\prime}$ is bijective: of course $f^{\prime}$ is injective; let $\boldsymbol{w}$ be any vector of $S^{r}$, then there exists $\boldsymbol{x} \in S^{r}$ such that $f^{T}(\boldsymbol{x})=\boldsymbol{w}$, we write $\boldsymbol{x}:=\left[x_{1} \cdots x_{r}\right]^{T}=$ $x_{1} \boldsymbol{e}_{1}+\boldsymbol{z}$, with $\boldsymbol{z}=x_{2} \boldsymbol{e}_{2}+\cdots+x_{r} \boldsymbol{e}_{r}$. We have $f^{T}(\boldsymbol{x})=f^{T}\left(x_{1} \boldsymbol{e}_{1}+\boldsymbol{z}\right)=$ $x_{1} f^{T}\left(\boldsymbol{e}_{1}\right)+f^{T}(\boldsymbol{z})=x_{1} \boldsymbol{u}^{T}+f^{T}(\boldsymbol{z})=\boldsymbol{w}$. In particular, if $\boldsymbol{w} \in \operatorname{ker}(\pi)$, then $\boldsymbol{w}-f^{T}(\boldsymbol{z}) \in \operatorname{ker}(\pi) \cap\left\langle\boldsymbol{u}^{T}\right\rangle=0$, so $\boldsymbol{w}=f^{T}(\boldsymbol{z})$ and hence $\boldsymbol{w}=f^{\prime}(\boldsymbol{z})$, i.e., $f^{\prime}$ is surjective.

In order to conclude the proof we will show that $f^{T}\left(\boldsymbol{e}_{i}\right) \in \operatorname{ker}(\pi)$ for each $i \geqslant 2$. Since $f^{T}$ was defined by $U^{T}$, the idea is to change $U^{T}$ in a such way that its first column was $\boldsymbol{u}^{T}$ and for the others columns were $\boldsymbol{u}_{i} \in \operatorname{ker}(\pi), 2 \leqslant i \leqslant r$. Let $\pi\left(\boldsymbol{u}_{i}\right):=r_{i} \in S, i \geqslant 2$, and $\boldsymbol{u}_{i}^{\prime}:=\boldsymbol{u}_{i}-r_{i} \boldsymbol{u}^{T}$; then adding to column $i$ of $U^{T}$ the first column multiplied by $-r_{i}$ we get a new matrix $U^{T}$ such that its first column is again $\boldsymbol{u}^{T}$ and for the others we have $\pi\left(\boldsymbol{u}_{i}^{\prime}\right)=\pi\left(\boldsymbol{u}_{i}\right)-r_{i} \pi\left(\boldsymbol{u}^{T}\right)=r_{i}-r_{i}=0$, i.e., $\boldsymbol{u}_{i}^{\prime} \in \operatorname{ker}(\pi)$.
(ii) $\Leftrightarrow$ (iii): $\boldsymbol{u}$ can be completed to an invertible matrix of $G L_{r}(S)$ if and only if there exists $V \in G L_{r}(S)$ such that $(1,0, \ldots, 0) V=\boldsymbol{u}$ if and only if $(1,0, \ldots, 0)=\boldsymbol{u} V^{-1}$; thus $U:=V^{-1}$.
$($ iii $) \Rightarrow$ ) (iv): The proof will be done by induction on $s$. For $s=1$ the result is trivial. We assume that (iv) is true for unimodular matrices with $l \leqslant s-1$ rows. Let $F$ be an unimodular matrix of size $s \times r, r \geqslant s$, then there exists a matrix $B$ such that $F B=I_{s}$. This implies that the first row $\boldsymbol{u}$ of $F$ is unimodular; by (iii) there exists $U^{\prime} \in G L_{r}(S)$ such that $\boldsymbol{u} U^{\prime}=(1,0, \ldots, 0)=\boldsymbol{e}_{1}^{T}$, and hence $F U^{\prime}=F^{\prime \prime}$,

$$
F^{\prime \prime}=\left[\begin{array}{l}
e_{1}^{T} \\
F^{\prime}
\end{array}\right]
$$

with $F^{\prime}$ a matrix of size $(s-1) \times r$. Since $F B=I_{s}$, then $I_{s}=F^{\prime \prime}\left(U^{\prime-1} B\right)$, i.e., $F^{\prime \prime}$ is an unimodular matrix; let $F^{\prime \prime \prime}$ be the matrix obtained eliminating the first column of $F^{\prime}$, then $F^{\prime \prime \prime}$ is unimodular of size $(s-1) \times(r-1)$, with $r-1 \geqslant s-1$, since the right inverse of $F^{\prime \prime}$ has the form $\left[\begin{array}{cc}* & 0 \\ * & G^{\prime \prime \prime}\end{array}\right]$.

By induction, there exists a matrix $C \in G L_{r-1}(S)$ such that $F^{\prime \prime \prime} C=$ $\left[\begin{array}{l|l}I_{s-1} & 0\end{array}\right]$. From this we get,

$$
F U^{\prime}=F^{\prime \prime}=\left[\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
a_{11}^{\prime} & a_{12}^{\prime} & \cdots & a_{1 r}^{\prime} \\
\vdots & \vdots & & \vdots \\
a_{s-11}^{\prime} & a_{s-12}^{\prime} & \cdots & a_{s-1 r}^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
* & F^{\prime \prime \prime}
\end{array}\right]
$$

and hence

$$
F U^{\prime}\left[\begin{array}{ll}
1 & 0 \\
0 & C
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
* & F^{\prime \prime \prime}
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
0 & C
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
* & I_{s-1} & 0
\end{array}\right]
$$

Multiplying the last matrix on the right by elementary matrices we get (iv).
(iv) $\Rightarrow$ ) (iii): Taking $s=1$ and $F=\boldsymbol{u}$ in (iv) we get (iii).

From the proof of the previous theorem we get the following result.
Corollary 5. Let $S$ be a ring. Then, $S$ is $H$ if and only if any stably free $S$-module $M$ of type $S^{r} \cong S \oplus M$ is free.

Remark 3. (a) If we consider right modules and the right $S$-module structure on the module $S^{r}$ of columns vectors, the conditions of the previous theorem can be formulated in the following way:
(i) ${ }^{\mathrm{r}} S$ is $H_{r}$.
(ii) ${ }^{r}$ For every $r \geqslant 1$, any unimodular column matrix $\boldsymbol{v}$ over $S$ of size $r \times 1$ can be completed to an invertible matrix of $G L_{r}(S)$ adding $r-1$ new columns.
(iii) ${ }^{\mathrm{r}}$ For every $r \geqslant 1$, given an unimodular column matrix $\boldsymbol{v}$ over $S$ of size $r \times 1$ there exists a matrix $U \in G L_{r}(S)$ such that $U \boldsymbol{v}=\boldsymbol{e}_{1}$.
(iv) ${ }^{\mathrm{r}}$ For every $r \geqslant 1$, given an unimodular matrix $F$ of size $r \times s, r \geqslant s$, there exists $U \in G L_{r}(S)$ such that

$$
U F=\left[\begin{array}{c}
I_{s} \\
0
\end{array}\right]
$$

The proof is as in the commutative case, see [15]. Corollary 5 can be formulated in this case as follows: $S$ is $H_{r}$ if and only if any stably free right $S$-module $M$ of type $S^{r} \cong S \oplus M$ is free.
(b) Considering again left modules and disposing the matrices of homomorphisms by rows and composing homomorphisms from the left to the right (see Remark 1), we can repeat the proof of Theorem 2 and obtain the equivalence of conditions (i)-(iv). With this notation we do not need to take transposes in the proof of Theorem 2.
(c) If $S$ is a commutative ring, of course, left and right conditions are equivalent, see [15]. This follows from the fact that $(F G)^{T}=G^{T} F^{T}$ for any matrices $F \in M_{r \times s}(S), G \in M_{s \times r}(S)$. However, as we remarked before, the Hermite condition is left-right symmetric for general rings (Proposition 9). Another independent proof of this fact can be found in [4], Theorem 11.4.4.

## 4. Matrix characterization of $P F$ rings

In [8] are given some matrix characterizations of projective-free rings; in this section we present another matrix interpretation of this important class of rings. The main result presented here (Corollary 7) extends Theorem 6.2.2 in [15]. This result has been proved independently also in [4], Proposition 11.4.9.

Theorem 3. Let $S$ be a Hermite ring and $M$ a f.g. projective module given by the column module of a matrix $F \in M_{s}(S)$, with $F^{T}$ idempotent. Then, $M$ is free with $\operatorname{dim}(M)=r$ if and only if there exists a matrix $U \in M_{s}(S)$ such that $U^{T} \in G L_{s}(S)$ and

$$
\left(U^{T}\right)^{-1} F^{T} U^{T}=\left[\begin{array}{cc}
0 & 0  \tag{5}\\
0 & I_{r}
\end{array}\right]^{T}
$$

In such case, a basis of $M$ is given by the last rows of $\left(U^{T}\right)^{-1}$.
Proof. $\Rightarrow)$ : As in the proof of Proposition 1, let $f: S^{s} \rightarrow S^{s}$ be the homomorphism defined by $F$ and $S^{s}=M \oplus M^{\prime}$ with $\operatorname{Im}(f)=M$ and $M^{\prime}=\operatorname{ker}(f)$; by the hypothesis $M$ es free with dimension $r$, so $r \leqslant s$ (recall that $S$ is $\mathcal{R C}$ ). Let $h: M \rightarrow S^{r}$ an isomorphism and $\left\{\boldsymbol{z}_{1}, \ldots, \boldsymbol{z}_{r}\right\} \subset M$ such that $h\left(\boldsymbol{z}_{i}\right)=\boldsymbol{e}_{i}, 1 \leqslant i \leqslant r$, then $\left\{\boldsymbol{z}_{1}, \ldots, \boldsymbol{z}_{r}\right\}$ is a basis of $M$. Since $S$ is an Hermite ring, $M^{\prime}$ is free, let $\left\{\boldsymbol{w}_{1}, \ldots, \boldsymbol{w}_{s-r}\right\}$ be a basis of $M^{\prime}$ (recall that $S$ is $\mathcal{I B N})$. Then $\left\{\boldsymbol{w}_{1}, \ldots, \boldsymbol{w}_{s-r} ; \boldsymbol{z}_{1}, \ldots, \boldsymbol{z}_{r}\right\}$ is a basis for $S^{s}$. With this we define $u$ in the following way:

$$
\begin{gathered}
u\left(\boldsymbol{w}_{j}\right):=\boldsymbol{e}_{j}, \text { for } 1 \leqslant j \leqslant s-r \\
u\left(\boldsymbol{z}_{i}\right):=\boldsymbol{e}_{s-r+i}, \text { for } 1 \leqslant i \leqslant r
\end{gathered}
$$

Note that $u$ is an isomorphism and we get that $u f=t_{0} u$, where $t$ is given by $t_{0}\left(\boldsymbol{e}_{j}\right):=\mathbf{0}$ if $1 \leqslant j \leqslant s-r$, and $t_{0}\left(\boldsymbol{e}_{s-r+i}\right)=\boldsymbol{e}_{s-r+i}$ if $1 \leqslant i \leqslant r$; thus, the matrix of $t_{0}$ in the canonical basis is

$$
T_{0}=\left[\begin{array}{cc}
0 & 0 \\
0 & I_{r}
\end{array}\right]
$$

Thus, $F^{T} U^{T}=U^{T} T_{0}^{T}$; note that $\left(U^{T}\right)^{-1}$ exists since $u$ is an isomorphism, hence $\left(U^{T}\right)^{-1} F^{T} U^{T}=T_{0}^{T}$. From $u\left(\boldsymbol{z}_{i}\right):=\boldsymbol{e}_{s-r+i}$ we get that $\left(\boldsymbol{z}_{i}^{T} U^{T}\right)^{T}=$ $\boldsymbol{e}_{s-r+i}$, so $\boldsymbol{z}_{i}^{T} U^{T}=\boldsymbol{e}_{s-r+i}^{T}$ and hence $\boldsymbol{z}_{i}^{T}=\boldsymbol{e}_{s-r+i}^{T}\left(U^{T}\right)^{-1}$, i.e., the basis of $M$ coincides with the last $r$ rows of $\left(U^{T}\right)^{-1}$.
$\Leftarrow)$ : Let $f, u$ be the homomorphisms defined by $F$ and $U$, then $m(u f)=$ $m\left(t_{0} u\right)$, where $t_{0}$ is the homomorphism defined by $T_{0}$, this means that $u f=t_{0} u$, but by the hypothesis $U^{T}$ is invertible, so $u$ is an isomorphism; from this we conclude that $\operatorname{Im}(f) \cong \operatorname{Im}\left(t_{0}\right)$, i.e., $M=\operatorname{Im}(f) \cong \operatorname{Im}\left(t_{0}\right)=$ $\left\langle T_{0}\right\rangle \cong S^{r}$. Note that this part of the proof does not use that $S$ is an Hermite ring.

From the previous theorem we get the following matrix description of $P F$ rings.

Corollary 6. Let $S$ be a ring. $S$ is PF if and only if for each $s \geqslant 1$, given a matrix $F \in M_{s}(S)$, with $F^{T}$ idempotent, there exists a matrix $U \in M_{s}(S)$ such that $U^{T} \in G L_{s}(S)$ and

$$
\left(U^{T}\right)^{-1} F^{T} U^{T}=\left[\begin{array}{cc}
0 & 0  \tag{6}\\
0 & I_{r}
\end{array}\right]^{T}
$$

where $r=\operatorname{dim}(\langle F\rangle), 0 \leqslant r \leqslant s$.
Proof. $\Rightarrow)$ : Let $F \in M_{s}(S)$, with $F^{T}$ idempotent, and let $M$ be the $S$ module generated by the columns of $F$. By Proposition 1, $M$ is a f.g. projective module, and by the hypothesis, $M$ is free. Since $S$ is $H$, we can apply Theorem 3. If $r=\operatorname{dim}(M)$, then $r=\operatorname{dim}(\langle F\rangle)$.
$\Leftarrow)$ : Let $M$ be a finitely generated projective $S$-module, so there exists $s \geqslant 1$ such that $S^{s}=M \oplus M^{\prime}$; let $S^{s} \xrightarrow{f} S^{s}$ be the canonical projection on $M$, so $F^{T}$ is idempotent and, by the hypothesis, there exists $U \in M_{s}(S)$ such that $U^{T} \in G L_{s}(S)$ and (6) holds. From the second part of the proof of Theorem 3 we get that $M$ is free.

Remark 4. (i) If we consider right modules instead of left modules, then the previous corollary can be reformulated in the following way: $S$ is $P F_{r}$
if and only if for each $s \geqslant 1$, given an idempotent matrix $F \in M_{s}(S)$, there exists a matrix $U \in G L_{s}(S)$ such that

$$
U F U^{-1}=\left[\begin{array}{cc}
0 & 0  \tag{7}\\
0 & I_{r}
\end{array}\right]
$$

where $r=\operatorname{dim}(\langle F\rangle), 0 \leqslant r \leqslant s$, and $\langle F\rangle$ represents the right $S$-module generated by the columns of $F$. The proof is as in the commutative case, see [15].
(ii) Considering again left modules and disposing the matrices of homomorphisms by rows and composing homomorphisms from the left to the right (see Remark 1), we can repeat the proofs of Theorem 3 and Corollary 6 and get the characterization (7) for the PF property; with this row notation we do not need to take transposes in the proofs. However, observe that in this case $\langle F\rangle$ represents the left $S$-module generated by the rows of $F$. Note that Corollary 6 could has been formulated this way: In fact,

$$
\left[\begin{array}{cc}
0 & 0 \\
0 & I_{r}
\end{array}\right]^{T}=\left[\begin{array}{cc}
0 & 0 \\
0 & I_{r}
\end{array}\right]
$$

and we can rewrite (6) as (7) changing $F^{T}$ by $F$ (see Remark 1) and $\left(U^{T}\right)^{-1}$ by $U$.
(iii) If $S$ is a commutative ring, of course $P F=P F_{r}=\mathcal{P F}$. However, we will prove in Corollary 8 that the projective-free property is left-right symmetric for general rings.

Corollary 7. $S$ is PF if and only if for each $s \geqslant 1$, given an idempotent matrix $F \in M_{s}(S)$, there exists a matrix $U \in G L_{s}(S)$ such that

$$
U F U^{-1}=\left[\begin{array}{cc}
0 & 0  \tag{8}\\
0 & I_{r}
\end{array}\right]
$$

where $r=\operatorname{dim}(\langle F\rangle), 0 \leqslant r \leqslant s$, and $\langle F\rangle$ represents the left $S$-module generated by the rows of $F$.

Proof. This is the content of the part (ii) in the previous remark.
Corollary 8. Let $S$ be a ring. $S$ is $P F$ if and only if $S$ is $P F_{r}$, i.e., $P F=P F_{r}=\mathcal{P F}$.

Proof. Let $F \in M_{s}(S)$ be an idempotent matrix, if $S$ is $P F$, then there exists $U \in G L_{s}(S)$ such that

$$
U F U^{-1}=\left[\begin{array}{cc}
0 & 0 \\
0 & I_{r}
\end{array}\right]
$$

where $r$ is the dimension of the left $S$-module generated by the rows of $F$. Observe that $U F U^{-1}$ is also idempotent, moreover, the matrices $X:=U F$ and $Y:=U^{-1}$ satisfy $U F U^{-1}=X Y$ and $F=Y X$, then from Proposition 0.3 .1 in [8] we conclude that the left $S$-module generated by the rows of $U F U^{-1}$ coincides with the left $S$-module generated by the rows of $F$, and also, the right $S$-module generated by the columns of $U F U^{-1}$ coincides with the right $S$-module generated by the columns of $F$. This implies that the left $S$-module generated by the rows of $F$ coincides with the right $S$-module generated by the columns of $F$. Thus, $S$ is $P F_{r}$. The symmetry of the problem completes the proof.

Another interesting matrix characterization of $\mathcal{P \mathcal { F }}$ rings is given in [8], Proposition 0.4.7: a ring $S$ is $\mathcal{P \mathcal { F }}$ if and only if given an idempotent matrix $F \in M_{s}(S)$ there exist matrices $X \in M_{s \times r}(S), Y \in M_{r \times s}(S)$ such that $F=X Y$ and $Y X=I_{r}$. Note that from this characterization we get again that $P F=P F_{r}=\mathcal{P F}$.

A similar matrix interpretation can be given for $P S F$ rings using Proposition 0.3.1 in [8] and Corollary 2.

Proposition 8. Let $S$ be a ring. Then,
(i) $S$ is PSF if and only if given an idempotent matrix $F \in M_{r}(S)$ there exist $s \geqslant 0$ and matrices $X \in M_{(r+s) \times r}(S), Y \in M_{r \times(r+s)}(S)$ such that

$$
\left[\begin{array}{cc}
F & 0 \\
0 & I_{s}
\end{array}\right]=X Y \text { and } Y X=I_{r}
$$

(ii) $P S F=P S F_{r}=\mathcal{P S \mathcal { F }}$.

Proof. Direct consequence of Proposition 0.3 .1 in [8] and Corollary 2.
For the $H$ property we have a similar characterization that proves the symmetry of this condition.

Proposition 9. Let $S$ be a ring. Then,
(i) $S$ is $H$ if and only if given an idempotent matrix $F \in M_{r}(S)$ with factorization

$$
\begin{gathered}
{\left[\begin{array}{cc}
F & 0 \\
0 & 1
\end{array}\right]_{X}=X Y \text { and } Y X=I_{r}, \text { for some matrices }} \\
X \in M_{(r+1) \times r}(S), Y \in M_{r \times(r+1)}(S)
\end{gathered}
$$

there exist matrices $X^{\prime} \in M_{r \times(r-1)}(S), Y^{\prime} \in M_{(r-1) \times r}(S)$ such that $F=X^{\prime} Y^{\prime}$ and $Y^{\prime} X^{\prime}=I_{r-1}$.
(ii) $H=H_{r}=\mathcal{H}$.

Proof. Direct consequence of Propositions 0.3 .1 and 0.4.7 in [8], and Corollary 5.

We conclude this section given a matrix constructive proof of a well known Kaplansky's theorem.

Proposition 10. Any local ring $S$ is $\mathcal{P F}$.
Proof. Let $M$ a projective left $S$-module. By Remark 1, part (ii), there exists an idempotent matrix $F=\left[f_{i j}\right] \in M_{s}(S)$ such that the module generated by the rows of $F$ coincides with $M$. According to Corollary 7, we need to show that there exists $U \in G L_{s}(S)$ such that the relation (8) holds. The proof is by induction on $s$.
$s=1$ : In this case $F=\left[f_{i j}\right]=[f]$; since $S$ is local, its idempotents are trivial, then $f=1$ or $f=0$ and hence $M$ is free.
$s=2$ : In view of fact that $S$ is local, two possibilities arise:
$f_{11}$ is invertible. One can find $G \in G L_{2}(S)$ such that $G F G^{-1}=$ $\left[\begin{array}{ll}1 & 0 \\ 0 & f\end{array}\right]$, for some $f \in S$. In fact, in this case note that

$$
\begin{aligned}
& G:=\left[\begin{array}{cc}
1 & f_{11}^{-1} f_{12} \\
-f_{21} f_{11}^{-1} & 1
\end{array}\right] \in G L_{2}(S) \text { with } \\
& G^{-1}=\left[\begin{array}{ll}
f_{11} & -f_{12} \\
f_{21} & -f_{21} f_{11}^{-1} f_{12}+1
\end{array}\right]
\end{aligned}
$$

Since $F$ is idempotent, $f$ so is; applying the case $s=1$ we get the result.
$1-f_{11}$ is invertible. In the same way, we find $H \in G L_{2}(S)$ such that $H F H^{-1}=\left[\begin{array}{ll}0 & 0 \\ 0 & g\end{array}\right]$, we take

$$
H:=\left[\begin{array}{cc}
1 & -\left(1-f_{11}\right)^{-1} f_{12} \\
f_{21} & -f_{21}\left(1-f_{11}\right)^{-1} f_{12}+1
\end{array}\right] \in G L_{2}(S) \text { with }
$$

$$
H^{-1}=\left[\begin{array}{cc}
1-f_{11} & \left(1-f_{11}\right)^{-1} f_{12} \\
-f_{21} & 1
\end{array}\right]
$$

Note that $g$ is an idempotent of $S$, then $g=0$ or $g=1$ and the statement follows.

Now suppose that the result holds for $s-1$; considering both possibilities for $f_{11}$ we have:

If $f_{11}$ is invertible, taking

$$
G:=\left[\begin{array}{ccccc}
1 & f_{11}^{-1} f_{12} & f_{11}^{-1} f_{13} & \cdots & f_{11}^{-1} f_{1 s} \\
-f_{21} f_{11}^{-1} & 1 & 0 & \cdots & 0 \\
-f_{31} f_{11}^{-1} & 0 & 1 & \cdots & 0 \\
\vdots & & & \vdots & \\
-f_{s 1} f_{11}^{-1} & 0 & 0 & \cdots & 1
\end{array}\right]
$$

we have that $G \in G L_{s}(S)$ and its inverse is:
$G^{-1}=\left[\begin{array}{ccccc}f_{11} & -f_{12} & -f_{13} & \cdots & -f_{1 s} \\ f_{21} & -f_{21} f_{11}^{-1} f_{12}+1 & -f_{21} f_{11}^{-1} f_{13} & \cdots & -f_{21} f_{11}^{-1} f_{1 s} \\ f_{31} & -f_{31} f_{11}^{-1} f_{12} & -f_{31} f_{11}^{-1} f_{13}+1 & \cdots & -f_{31} f_{11}^{-1} f_{1 s} \\ \vdots & & & \vdots & \\ f_{s 1} & -f_{s 1} f_{11}^{-1} f_{12} & -f_{s 1} f_{11}^{-1} f_{13} & \cdots & -f_{s 1} f_{11}^{-1} f_{1 s}+1\end{array}\right]$.
Moreover, $G F G^{-1}=\left[\begin{array}{cc}1 & 0_{1, s-1} \\ 0_{s-1,1} & F_{1}\end{array}\right]$ where $F_{1} \in M_{s-1}(S)$ is an idempotent matrix. Only remains to apply the induction hypothesis.

If $1-f_{11}$ is invertible, taking

$$
H:=\left[\begin{array}{ccccc}
1 & -\left(1-f_{11}\right)^{-1} f_{12} & -\left(1-f_{11}\right)^{-1} f_{13} & \cdots & -\left(1-f_{11}\right)^{-1} f_{1 s} \\
f_{21} & -f_{21}\left(1-f_{11}\right)^{-1} f_{12}+1 & -f_{21}\left(1-f_{11}\right)^{-1} f_{13} & \cdots & -f_{21}\left(1-f_{11}\right)^{-1} f_{1 s} \\
f_{31} & -f_{31}\left(1-f_{11}\right)^{-1} f_{12} & -f_{31}\left(1-f_{11}\right)^{-1} f_{13}+1 & \cdots & -f_{31}\left(1-f_{11}\right)^{-1} f_{1 s} \\
\vdots & & & & \cdots \\
f_{s 1} & -f_{s 1}\left(1-f_{11}\right)^{-1} f_{12} & -f_{s 1}\left(1-f_{11}\right)^{-1} f_{13} & \cdots & -f_{s 1}\left(1-f_{11}\right)^{-1} f_{1 s}+1
\end{array}\right]
$$

we have that $H \in G L_{s}(S)$ with inverse given by:

$$
H^{-1}=\left[\begin{array}{ccccc}
1-f_{11} & \left(1-f_{11}\right)^{-1} f_{12} & \left(1-f_{11}\right)^{-1} f_{13} & \cdots & \left(1-f_{11}\right)^{-1} f_{1 s} \\
-f_{21} & 1 & 0 & \cdots & 0 \\
-f_{31} & 0 & 1 & \cdots & 0 \\
\vdots & & & \cdots & \\
-f_{s 1} & 0 & 0 & \cdots & 1
\end{array}\right]
$$

and also $H F H^{-1}=\left[\begin{array}{cc}0 & 0_{1, s-1} \\ 0_{s-1,1} & F_{2}\end{array}\right]$ with $F_{2} \in M_{s-1}(S)$ an idempotent matrix. One more time we apply the induction hypothesis.

## 5. Some important subclasses of Hermite rings

There are some other classes of rings close related to Hermite rings (see [8], [11], [12] and [25]) that were studied in [15] for commutative rings, now we will consider the general noncommutative situation. Some proofs are easy adaptable from [15] and hence we omit them.
Definition 6. Let $S$ be a ring.
(i) $S$ is an elementary divisor ring $(\mathcal{E D})$ if for any $r, s \geqslant 1$, given a rectangular matrix $F \in M_{r \times s}(S)$ there exist invertible matrices $P \in$ $G L_{r}(S)$ and $Q \in G L_{s}(S)$ such that $P F Q$ is a Smith normal diagonal matrix, i.e., there exist $d_{1}, d_{2}, \ldots, d_{l} \in S$, with $l=\min \{r, s\}$, such that
$P F Q=\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{l}\right)$, with $S d_{i+1} S \subseteq S d_{i} \cap d_{i} S$ for $1 \leqslant i \leqslant l$,
where $S d S$ denotes the two-sided ideal generated by $d$.
(ii) $S$ is an $\mathcal{I D}$ ring if for any $s \geqslant 1$, given an idempotent matrix $F \in M_{s}(S)$ there exists an invertible matrix $P \in G L_{s}(S)$ such that $P F P^{-1}$ is a Smith normal diagonal matrix.
(iii) $S$ is a left $K$-Hermite ring (KH) if given $a, b \in S$ there exist $U \in$ $G L_{2}(S)$ and $d \in S$ such that $U\left[\begin{array}{ll}a & b\end{array}\right]^{T}=\left[\begin{array}{ll}d & 0\end{array}\right]^{T} . S$ is a right $K$-Hermite ring $\left(K H_{r}\right)$ if $\left[\begin{array}{ll}a & b\end{array}\right] U=\left[\begin{array}{ll}d & 0\end{array}\right]$. The $\operatorname{ring} S$ is $\mathcal{K} \mathcal{H}$ if $S$ is $K H$ and $K H_{r}$.
(iv) $S$ is a left Bézout ring (B) if every f.g. left ideal of $S$ is principal. $S$ is a right Bézout ring $\left(B_{r}\right)$ if every f.g. right ideal of $S$ is principal. $S$ is a $\mathcal{B}$ ring if $S$ is $B$ and $B_{r}$.
(v) $S$ is a left cancellable ring $(C)$ if for any f.g. projective left $S$ modules $P, P^{\prime}$ holds: $P \oplus S \cong P^{\prime} \oplus S \Leftrightarrow P \cong P^{\prime} . S$ is right cancellable $\left(C_{r}\right)$ if for any f.g. projective right $S$-modules $P, P^{\prime}$ holds: $P \oplus S \cong P^{\prime} \oplus S \Leftrightarrow P \cong P^{\prime} . S$ is cancellable $(\mathcal{C})$ if $S$ is $(C)$ and $\left(C_{r}\right)$.

From Proposition 0.3 .1 of [8] it is easy to give a matrix interpretation of $C$ rings, and also, we can deduce that $C=C_{r}=\mathcal{C}$.

Proposition 11. Let $S$ be a ring. Then,
(i) $S$ is $C$ if and only if given idempotent matrices $F \in M_{s}(S), G \in$ $M_{r}(S)$ the following statement is true: The matrices

$$
\left[\begin{array}{cc}
F & 0 \\
0 & 1
\end{array}\right] \text { and }\left[\begin{array}{cc}
G & 0 \\
0 & 1
\end{array}\right]
$$

can be factorized as

$$
\begin{gathered}
{\left[\begin{array}{cc}
F & 0 \\
0 & 1
\end{array}\right]=X^{\prime} Y^{\prime},\left[\begin{array}{cc}
G & 0 \\
0 & 1
\end{array}\right]=Y^{\prime} X^{\prime}, \text { for some matrices }} \\
X^{\prime} \in M_{(s+1) \times(r+1)}(S), Y^{\prime} \in M_{(r+1) \times(s+1)}(S)
\end{gathered}
$$

if and only if $F=X Y, G=Y X$, for some matrices $X \in M_{s}(S)$, $Y \in M_{r}(S)$.
(ii) $C=C_{r}=\mathcal{C}$.

Proof. Direct consequence of Proposition 0.3.1 in [8].
For domains, the above classes of rings are denoted by $\mathcal{E D D}, \mathcal{I D D}$, $K H D, K H D_{r}, \mathcal{K} \mathcal{H} \mathcal{D}, B D, B D_{r}, \mathcal{B D}$ and $\mathcal{C D}$, respectively.

Proposition 12. (i) $\mathcal{E D} \subseteq K H \subseteq B$.
(ii) $K H D=B D \subseteq \mathcal{P F} \mathcal{D}$.
(iii) $\mathcal{P F} \subseteq \mathcal{I D}$
(iv) $\mathcal{I D}=\mathcal{P} \mathcal{F}$ for rings without nontrivial idempotents. In particular, $\mathcal{I D D}=\mathcal{P F} \mathcal{D}$.
(v) $\mathcal{P F} \subseteq \mathcal{C} \subseteq \mathcal{H}$.

Similar relations are valid for $K H_{r}, \mathcal{K} \mathcal{H}, B_{r}$ and $\mathcal{B}$.
Proof. (i) It is clear that $\mathcal{E D} \subseteq K H$. Let $a, b \in S$, we want to proof that any left ideal $S a+S b$ is principal. There exist $U \in G L_{2}(S)$ and $d \in S$ such that $U\left[\begin{array}{ll}a & b\end{array}\right]^{T}=\left[\begin{array}{ll}d & 0\end{array}\right]^{T}$, this implies that $S d \subseteq S a+S b$, but since $\left[\begin{array}{ll}a & b\end{array}\right]^{T}=U^{-1}\left[\begin{array}{ll}d & 0\end{array}\right]^{T}$, then $S a+S \subseteq S d$. This proved that $K H \subseteq B$.
(ii) The equality $K H D=B D$ was proved by Amitsur in [1], Theorem 1.4. The proof of the inclusion $B D \subseteq \mathcal{P F \mathcal { D }}$ is as in the commutative case, see [15], Example 6.1.2.
(iii) Using permutation matrices it is clear that $\mathcal{P \mathcal { F }} \subseteq \mathcal{I D}$ (see Corollary 7).
(iv) Let $S$ be an $\mathcal{I D}$ ring and let $F=\left[f_{i j}\right] \in M_{s}(S)$ be an idempotent matrix over $S$; by the hypothesis, there exists $P \in G L_{s}(S)$ such that $P F P^{-1}$ is diagonal, let $D:=P F P^{-1}=\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{s}\right)$; since $P F P^{-1}$
is idempotent, then each $d_{i}$ is idempotent, so $d_{i}=0$ or $d_{i}=1$ for each $1 \leqslant i \leqslant s$. By permutation matrices we can assume that

$$
P F P^{-1}=\left[\begin{array}{cc}
0 & 0 \\
0 & I_{r}
\end{array}\right],
$$

in addition, note that $r$ is the dimension of the left $S$-module generated by the rows of $F$. Then, $S$ is $\mathcal{P F}$.
(v) Let $P, P^{\prime}$ be f.g. $S$-modules such that $P \oplus S \cong P^{\prime} \oplus S$; since $S$ is $\mathcal{P F}$ there exists $n, n^{\prime}$ such that $P \cong S^{n}, P^{\prime} \cong S^{n^{\prime}}$ and hence $S^{n} \oplus S \cong S^{n^{\prime}} \oplus S$, so $n+1=n^{\prime}+1$, i.e., $P \cong P^{\prime}$.

Let now $M$ be a stably free module, $M \oplus S^{s} \cong S^{r}$, since $r \geqslant s$ and $S$ is left cancellable, then $M \cong S^{r-s}$.

Remark 5. (a) $\mathbb{Z}_{6}$ shows that $\mathcal{P F} \neq \mathcal{H}$ and also that $\mathcal{P S F} \neq \mathcal{H}$ (see [15], Example 6.1.2). On the other hand, note that if $K$ is a field, then $K[x, y]$ is $\mathcal{P F D}$ but is not $\mathcal{B D}$. Thus, $B \neq \mathcal{P \mathcal { F }}$, and consequently, $B \neq \mathcal{H}, K H \neq \mathcal{H}$, $\mathcal{E D} \neq \mathcal{H} . \mathbb{Z}[\sqrt{-5}]$ shows that $\mathcal{I D} \neq \mathcal{H}$, see [15], Example 6.6.1 and Remark 6.7.14.
(b) In [8] P.M. Cohn asks if there exist examples of $\mathcal{H}$ rings that are not $\mathcal{C}$ rings, in other words, $\mathcal{C} \neq \mathcal{H}$ is probably still an open problem.
(c) It is well known that $B \neq B_{r}$, a classical example is given by the skew polynomial ring $T[x ; \sigma]$, where $T$ is a division ring a $\sigma$ is an endomorphism of $T$ that is not automorphism. Every left ideal of this ring is principal, hence, it is a left Bézout ring; but if $a \notin \sigma(T)$, then the right ideal generated by $x$ and $a x$ is not principal. This example shows also that $K H \neq K H_{r}$.
(d) From proposition 12 we conclude that for domains the following inclusions hold:

$$
\begin{equation*}
\mathcal{E D D} \subseteq K H D=B D \subseteq \mathcal{P F \mathcal { D }}=\mathcal{I D \mathcal { D }} \subseteq \mathcal{C D} \subseteq \mathcal{H D} \tag{9}
\end{equation*}
$$

Similar relations are valid for the right side.
(e) Many authors have considered additional relations between these classes of rings in some particular cases, for example, for commutative rings $\mathcal{K} \mathcal{H} \subseteq \mathcal{H}$ and $\mathcal{I D} \subseteq \mathcal{H}([12],[16],[23])$. In [25] and [26] are analyzed many cases for which $B$ coincides with $K H$, see also [10] and [21]. Kaplansky has conjectured that for commutative domains, $\mathcal{B D}=\mathcal{E D D}$ (see [11]). This conjecture probably has not been solved yet.

Next we will see that $\mathcal{I D} \subseteq \mathcal{H}$ in rings for which all idempotents are central.

Proposition 13. Let $S$ be a ring such that all idempotents are central. Then the following conditions are equivalent:
(i) $S$ is $\mathcal{I D}$.
(ii) Any idempotent matrix over $S$ is similar to a diagonal matrix.
(iii) Given an idempotent matrix $F \in M_{r}(S)$ there exists an unimodular vector $\boldsymbol{v}=\left[v_{1}, \ldots, v_{r}\right]^{T}$ over $S$ and an invertible matrix $U \in G L_{r}(S)$ such that $U \boldsymbol{v}=\boldsymbol{e}_{1}$ and $F \boldsymbol{v}=a \boldsymbol{v}$, for some $a \in S$.

Proof. The proof is an easy adaptation of the commutative case, see [15], Proposition 6.3.2.

Theorem 4. Let $S$ be a ring such that all idempotents are central. Then, $\mathcal{I D} \subseteq \mathcal{H}$.

Proof. We start with the following remark: If $\boldsymbol{u}$ is an unimodular row of size $1 \times r$ over $S$ and $P \in G L_{r}(S)$, then $\boldsymbol{u}$ is completable to an invertible matrix if and only if $\boldsymbol{u} P$ is completable.

Let $\boldsymbol{u}=\left[u_{1} \cdots u_{r}\right]$ be an unimodular row matrix of size $1 \times r$, there exists $\boldsymbol{v}=\left[v_{1} \cdots v_{r}\right]^{T}$ such that $u_{1} v_{1}+\cdots+u_{r} v_{r}=1$; we consider the matrix $F=\left[f_{i j}\right] \in M_{r}(S)$, with $f_{i j}:=v_{i} u_{j}, 1 \leqslant i, j \leqslant r$. Note that $F^{2}=F$; by the hypothesis there exists $P \in G L_{r}(S)$ such that PFP ${ }^{-1}$ is diagonal, let $D:=P F P^{-1}=\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{r}\right)$; since $P F P^{-1}$ is idempotent, then each $d_{i}$ is idempotent. Let $\boldsymbol{w}:=\boldsymbol{u} P^{-1}$ and $\boldsymbol{x}:=P \boldsymbol{v}$, then $\boldsymbol{w} \boldsymbol{x}=\boldsymbol{u} P^{-1} P \boldsymbol{v}=1$ and $\boldsymbol{x} \boldsymbol{w}=P \boldsymbol{v} \boldsymbol{u} P^{-1}=P F P^{-1}=D$. By the above remark, $\boldsymbol{u}$ is completable if and only if $\boldsymbol{w}$ is. Thus, we will show that $\boldsymbol{w}$ is completable. From $\boldsymbol{x} \boldsymbol{w}=D$ we obtain that $x_{i} w_{i}=d_{i}$ is idempotent for all $1 \leqslant i \leqslant r$ and $x_{i} w_{j}=0$ for $i \neq j$. But $\sum_{k=1}^{r} w_{i} x_{i}=1$, then $w_{i}=w_{i} x_{i} w_{i}$ and $x_{i}=x_{i} w_{i} x_{i}$. Let $f_{i}:=w_{i} x_{i}$ for $1 \leqslant i \leqslant r$, hence each $f_{i}$ is idempotent. By the hypothesis $d_{i}, f_{i}$ are central, then $d_{i}=d_{i}^{2}=x_{i} f_{i} w_{i}=f_{i} d_{i}$ and $f_{i}=f_{i}^{2}=d_{i} f_{i}$, so that $d_{i}=f_{i}$ and $x_{i} w_{i}=w_{i} x_{i}$ for $1 \leqslant i \leqslant r$. Therefore, $\left(\sum_{i=1}^{r} x_{i}\right)\left(\sum_{i=1}^{r} w_{i}\right)=1$, hence $c:=\sum_{i=1}^{r} w_{i}$ is left invertible, $c^{\prime} c=1$. Observe that $c c^{\prime}$ is idempotent, so central, and by the hypothesis there exists $x \in S^{*}$ such that $x c c^{\prime} x^{-1}=d$, with $d \in S$ idempotent, from this we get that $c c^{\prime}=d$ and $c^{\prime}=c^{\prime} d$, i.e., $c^{\prime}(1-d)=0$, so $(1-d) c^{\prime}=0$ and consequently $1-d=0$, i.e, $c c^{\prime}=1$. This means that $c$ is invertible. Hence, the matrix

$$
V:=\left[\begin{array}{ccccc}
w_{1} & w_{2} & w_{3} & \cdots & w_{r} \\
-1 & 1 & 0 & \cdots & 0 \\
-1 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
-1 & 0 & 0 & \cdots & 1
\end{array}\right]
$$

is invertible, i.e., $\boldsymbol{w}$ is completable.

## 6. Products, quotients and localizations

Next we will study the properties introduced in Definition 6 with respect to some algebraic standard constructions. $\operatorname{Rad}(S)$ represents the Jacobson radical of the ring $S$ and $S^{*}$ the group of units of $S$.

Proposition 14. Let $S$ be a ring and $I \subseteq \operatorname{Rad}(S)$ an ideal of $S$. Let $\left\{S_{i}\right\}_{i \in \mathcal{C}}$ be a family of rings. Then,
(i) $S$ is $\mathcal{H}$ if and only if $S / I$ is $\mathcal{H}$.
(ii) $\prod_{i \in \mathcal{C}} S_{i}$ is $\mathcal{H}$ if and only if each $S_{i}$ is $\mathcal{H}$.
(iii) If $\prod_{i \in \mathcal{C}} S_{i}$ is $\mathcal{P F}$, then each $S_{i}$ is $\mathcal{P F}$.
(iv) If $S$ is $\mathcal{E D}$, then $S / I$ is $\mathcal{E D}$ for any proper ideal $I$ of $S$.
(v) $\prod_{i \in \mathcal{C}} S_{i}$ is $\mathcal{E D}$ if and only if each $S_{i}$ is $\mathcal{E D}$.
(vi) If $S$ is $B$, then $S / I$ is $B$ for any proper ideal $I$ of $S$ which is $f . g$. as left ideal.
(vii) $\prod_{i \in \mathcal{C}} S_{i}$ is $B$ if and only if each $S_{i}$ is $B$.
(viii) Suppose that in $S$ all idempotents are central and $I$ is a nilideal. If $S / I$ is $\mathcal{I D}$, then $S$ is $\mathcal{I D}$.
(ix) $\prod_{i \in \mathcal{C}} S_{i}$ is $\mathcal{I D}$ if and only if each $S_{i}$ is $\mathcal{I D}$.
(x) If $S$ is $K H$, then $S / I$ is $K H$ for any proper ideal I of $S$.
(xi) $\prod_{i \in \mathcal{C}} S_{i}$ is $K H$ if and only if each $S_{i}$ is $K H$.
(xii) $\prod_{i \in \mathcal{C}} S_{i}$ is $\mathcal{C}$ if and only if each $S_{i}$ is $\mathcal{C}$.
(xiii) If $\prod_{i \in \mathcal{C}} S_{i}$ is $\mathcal{P S F}$, then each $S_{i}$ is $\mathcal{P S \mathcal { F }}$.

Similar relations are valid for the right side.
Proof. Some proofs can be adapted from the commutative case (see [15]) or can be get directly from the definition. We include only the proof of (viii) and (xii): First note that if $\bar{S}:=S / I$, then $U:=\left[u_{i j}\right] \in G L_{r}(S)$
if and only if $\bar{U}=\left[\overline{u_{i j}}\right] \in G L_{r}(\bar{S})$. Moreover, let $B:=\prod_{i \in \mathcal{C}} S_{i}$, then $M_{s}(B) \cong \prod_{i \in \mathcal{C}} M_{s}\left(S_{i}\right)$, where the isomorphism is defined by $F \mapsto\left(F^{(i)}\right)$, with $F=\left[f_{u v}\right], f_{u v}=\left(f_{u v}^{(i)}\right), F^{(i)}=\left[f_{u v}^{(i)}\right]$. From this we obtain that $M_{s}(B)^{*}=G L_{s}(B) \cong \prod_{i \in \mathcal{C}} G L_{s}\left(S_{i}\right)=\prod_{i \in \mathcal{C}} M_{s}\left(S_{i}\right)^{*}$.
(viii) Let $F \in M_{s}(S)$ be an idempotent matrix, then $\bar{F} \in M_{s}(\bar{S})$ is idempotent and there exists $\bar{P} \in G L_{s}(\bar{S})$ such that

$$
\bar{D}=\bar{P} \bar{F}(\bar{P})^{-1}=\operatorname{diag}\left(\overline{d_{1}}, \ldots, \overline{d_{r}}\right), \text { with } \bar{S} \overline{d_{i+1}} \bar{S} \subseteq \bar{S} \overline{d_{i}} \cap \overline{d_{i}} \bar{S}
$$

Note that $\bar{D}$ is idempotent, so each $\overline{d_{i}}$ is idempotent, $1 \leqslant i \leqslant r$; let $\bar{d}:=\overline{d_{1}} \cdots \overline{d_{r}}$, then $\bar{d}^{2}=\bar{d}$. Since $I$ is nilideal we can assume that $d$ is idempotent (see [13]), and hence, central; moreover since each $\overline{d_{i}}$ is central, $\overline{d_{i}} \mid \overline{d_{i+1}}$, and then $\bar{d}=\overline{d_{r}}$ (this can be easy prove by induction on $r$ ). Note that $\bar{D} \overline{\boldsymbol{e}_{r}}=\bar{d} \overline{\boldsymbol{e}_{r}}$, so $\bar{F} \overline{\boldsymbol{v}}=\bar{d} \overline{\boldsymbol{v}}$, with $\overline{\boldsymbol{v}}:=(\bar{P})^{-1} \overline{\boldsymbol{e}_{r}}$ unimodular over $\bar{S}$, and hence, $\boldsymbol{v}$ is unimodular over $S$. Moreover, there exists $V \in G L_{r}(S)$ such that $V \boldsymbol{v}=\boldsymbol{e}_{1}$. In fact, we have $\boldsymbol{v}-P^{-1} \boldsymbol{e}_{r}=\boldsymbol{u}=\left[u_{1}, \ldots, u_{r}\right]^{T}$, with $u_{i} \in \operatorname{Rad}(S), 1 \leqslant i \leqslant r$. Then, $\boldsymbol{v}=P^{-1} \boldsymbol{e}_{r}+\boldsymbol{u}$, and hence, $P \boldsymbol{v}=\boldsymbol{e}_{r}+P \boldsymbol{u}$ is a column matrix with the last component invertible, so multiplying by elementary and permutation matrices we get $V \in G L_{r}(S)$ such that $V \boldsymbol{v}=e_{1}$.

We have $F \boldsymbol{v}=d \boldsymbol{v}+\boldsymbol{z}$, with $\boldsymbol{z}=\left[z_{1}, \ldots, z_{r}\right]^{T}, z_{i} \in \operatorname{Rad}(S), 1 \leqslant i \leqslant r$. From this we get that $F^{2} \boldsymbol{v}=F \boldsymbol{v}=d F \boldsymbol{v}+F \boldsymbol{z}$, so $F \boldsymbol{z}=(1-d) F \boldsymbol{v}=$ $(1-d)(d \boldsymbol{v}+\boldsymbol{z})=(1-d) \boldsymbol{z}$ since $(1-d) d=0$. Then, $F(\boldsymbol{v}+(2 d-1) \boldsymbol{z})$ $=F \boldsymbol{v}+(2 d-1) F \boldsymbol{z}=d \boldsymbol{v}+\boldsymbol{z}+(2 d-1)(1-d) \boldsymbol{z}=d \boldsymbol{v}+d \boldsymbol{z}=d(\boldsymbol{v}+(2 d-1) \boldsymbol{z})$. Thus, given the idempotent matrix $F$ we have found a vector $\boldsymbol{w}:=$ $\boldsymbol{v}+(2 d-1) \boldsymbol{z}$ and an element $d \in S$ such that $F \boldsymbol{w}=d \boldsymbol{w}$, moreover $\boldsymbol{w}$ is unimodular since $\boldsymbol{v}$ is unimodular and $z_{i} \in \operatorname{Rad}(S), 1 \leqslant i \leqslant r$. In addition, the first component of the vector $V \boldsymbol{w}=\boldsymbol{e}_{1}+V(2 d-1) \boldsymbol{z}$ is invertible, so by elementary operations we found a matrix $W \in G L_{r}(S)$ such that $W \boldsymbol{w}=\boldsymbol{e}_{1}$. From Proposition 13 we get that $S$ is an $\mathcal{I D}$ ring.
$($ xii $) \Rightarrow)$ : We will apply Proposition 11. Let $k \in \mathcal{C}$ and $F^{(k)}=\left[f_{u v}^{(k)}\right] \in$ $M_{s}\left(S_{k}\right), G^{(k)}=\left[g_{u v}^{(k)}\right] \in M_{r}\left(S_{k}\right)$ idempotent matrices, then $F \in M_{s}(B)$, $G \in M_{r}(B)$ are idempotent, where $F=\left[f_{u v}\right], G=\left[g_{u v}\right]$, with $f_{u v}=$ $\left(f_{u v}^{(i)}\right), g_{u v}=\left(g_{u v}^{(i)}\right)$ and $f_{u v}^{(i)}=0=g_{u v}^{(i)}$ for $i \neq k$. Since $B$ is a $\mathcal{C}$ ring, the enlarged matrices

$$
\left[\begin{array}{cc}
F & 0 \\
0 & 1
\end{array}\right] \text { and }\left[\begin{array}{cc}
G & 0 \\
0 & 1
\end{array}\right]
$$

can be factorized as in Proposition 11 if and only if the matrices $F, G$ can be factorized. This implies that the matrices

$$
\left[\begin{array}{cc}
F^{(k)} & 0 \\
0 & 1
\end{array}\right] \text { and }\left[\begin{array}{cc}
G^{(k)} & 0 \\
0 & 1
\end{array}\right]
$$

can be factorized if and only if the matrices $F^{(k)}, G^{(k)}$ can be factorized. This proves that $S_{k}$ is a $\mathcal{C}$ ring.
$\Leftarrow)$ : Let $F=\left[f_{u v}\right] \in M_{s}(B), G=\left[g_{u v}\right] \in M_{r}(B)$ be idempotent matrices, with $f_{u v}=\left(f_{u v}^{(k)}\right), g_{u v}=\left(g_{u v}^{(k)}\right), f_{u v}^{(k)}, g_{u v}^{(k)} \in S_{k}$; since each ring $S_{k}$ is $\mathcal{C}$, we can repeat the previous reasoning, but in the inverse order, and conclude that $B$ is a $\mathcal{C}$ ring.

Now we will consider the localizations of some classes of rings introduced in Definition 6.

Proposition 15. Let $S$ be a ring and $T$ a multiplicative system of $S$ such that $T^{-1} S$ exits. If $S$ is $\mathcal{E D}(K H, B)$, then $T^{-1} S$ is $\mathcal{E D}(K H, B)$. Similar properties are valid for the right side.

Proof. Let $S$ a $\mathcal{E D}$ ring and $F \in M_{r \times s}\left(T^{-1} S\right)$, then $F=\left[f_{i j}\right]$ with $f_{i j}=t_{i j}^{-1} s_{i j}$, where $t_{i j} \in T$ and $s_{i j} \in S$, for $1 \leqslant i \leqslant r, 1 \leqslant j \leqslant s$. By Proposition 2.1.16 in [17], there exist $t \in T$ and $l_{i j} \in S$ such that $f_{i j}=$ $t^{-1} l_{i j}$, then $t F=\left[l_{i j}\right] \in M_{r \times s}(S)$, hence $t F$ admits a diagonal reduction, i.e., there exist $P \in G L_{r}(S)$ and $Q \in G L_{s}(S)$ such that $P(t F) Q=$ $\operatorname{diag}\left(d_{1}, \ldots, d_{l}\right)$, with $d_{1}, \ldots, d_{l} \in S, l=\min \{r, s\}$ and $S d_{i+1} S \subseteq S d_{i} \cap d_{i} S$. Note that $P t, Q \in G L_{r}\left(T^{-1} S\right)$. Thus, $(P t) F Q=P(t F) Q=D$, moreover, $T^{-1} S d_{i+1} T^{-1} S \subseteq T^{-1} S d_{i} \cap d_{i} T^{-1} S$. This proves that $T^{-1} S$ is $\mathcal{E D}$.

The proof for $K H$ is completely analogous.
Suppose now that $S$ is a $B$ ring and let $J$ be a f.g. left ideal of $T^{-1} S$, then $J=\left\langle q_{1}, \ldots, q_{r}\right\}$ where $q_{i}=t_{i}^{-1} s_{i}$ with $t_{i} \in T$ and $s_{i} \in S$ for $1 \leqslant i \leqslant r$. Let $t \in T$ and $a_{i} \in S$ such that $q_{i}=t^{-1} q_{i}$, then $t q_{i}=a_{i}$. Therefore, $J^{\prime}:=T^{-1} S \frac{a_{1}}{1}+\cdots+T^{-1} S \frac{a_{r}}{1} \subseteq J$; but $J \subseteq J^{\prime}$ : in fact, let $x=\frac{b_{1}}{t_{1}} q_{1}+\cdots+\frac{b_{r}}{t_{r}} q_{r} \in J$, then $x=t_{1}^{-1} b_{1} t^{-1} \frac{a_{1}}{1}+\cdots+t_{r}^{-1} b_{r} t^{-1} \frac{a_{r}}{1}$; since $b_{i} t^{-1} \in T^{-1} S$ exist, $b_{i}^{\prime} \in S$ and $l_{i} \in T$ such that $b_{i} t^{-1}=l_{i}^{-1} b_{i}^{\prime}$, $1 \leqslant i \leqslant r$, hence $x=t_{1}^{-1} l_{1}^{-1} b_{1}^{\prime} \frac{a_{1}}{1}+\cdots+t_{r}^{-1} l_{r}^{-1} b_{r}^{\prime} \frac{a_{r}}{1}=\left(l_{1} t_{1}\right)^{-1} b_{1}^{\prime} \frac{a_{1}}{1}+\cdots+$ $\left(l_{r} t_{r}\right)^{-1} b_{r}^{\prime} \frac{a_{r}}{1} \in J^{\prime}$. Thus, $J=J^{\prime}$.

Now note that $J^{\prime}=T^{-1} I$, where $I:=S a_{1}+\cdots+S a_{r}$ : clearly $T^{-1} I \subseteq J^{\prime}$; let $y \in J^{\prime}$, then $y=\frac{b_{1}}{s_{1}} \frac{a_{1}}{1}+\cdots+\frac{b_{r}}{s_{r}} \frac{a_{r}}{1}=\frac{b_{1} a_{1}}{s_{1}}+\cdots+\frac{b_{r} a_{r}}{s_{r}}=$ $\frac{c_{1} b_{1} a_{1}+\cdots+c_{r} b_{r} a_{r}}{u}$ for some $c_{i} \in S$ and $u \in T$. Hence $y=u^{-1}\left(c_{1} b_{1} a_{1}+\cdots+\right.$ $\left.c_{r} b_{r} a_{r}\right) \in T^{-1} I$. But $I$ is a f.g. left ideal of $S$, then $I=\langle a\}$ for some $a \in S$, and therefore $J=T^{-1} S \frac{a}{1}$, i.e., $J$ is principal.

We observe that if $S$ is $\mathcal{B}$ (or $\mathcal{K H}$ ) and $T$ a multiplicative system of $S$ such that $T^{-1} S$ and $S T^{-1}$ exist, then $T^{-1} S$ is $\mathcal{B}(\mathcal{K} \mathcal{H})$ since $S T^{-1} \cong T^{-1} S$. On the other hand, if $S$ is $\mathcal{H}(\mathcal{P F}, \mathcal{P S F})$ not always $T^{-1} S$ has the correspondent property (see [8]).

For the localization by primes ideals we need to recall a definition. Let $S$ be a left Noetherian ring and $P$ a prime ideal of $S$. It says that $P$ is left localizable if the set

$$
S(P):=\{a \in S \mid \bar{a} \in S / P \text { is not a zero divisor }\}
$$

is a multiplicative system of $S$ and $S(P)^{-1} S$ exists; we will write $S_{P}:=$ $S(P)^{-1} S$. Right localizable prime ideals are defined similarly (see [3]).

Theorem 5. Let $S$ be a left Noetherian ring.
(i) If $P$ is a left (right) localizable prime ideal, then $S_{P}$ is $\mathcal{H}$.
(ii) If $P$ is a left (right) localizable completely prime ideal, then $S_{P}$ is $\mathcal{P F}$, and hence, $\mathcal{C}$ and $\mathcal{P S F}$.

Proof. (i) It is well known ([3]) that $S_{p}$ has a unique maximal ideal $P S_{P}:=\left\{\left.\frac{a}{s} \right\rvert\, a \in P, s \in S(P)\right\} ;$ moreover, $\operatorname{Rad}\left(S_{P}\right)=P S_{P}$ and $S_{p} / P S_{p} \cong$ $Q_{l}(S / P)$ is simple Artinian, where $Q_{l}(S / P)$ denotes the left quotient ring of $S / P$. Therefore, $S_{P}$ is a semilocal ring and hence $S_{P}$ is $H$ (from Theorem 1 follows that any left Artinian ring $S$ is $H$ since $\operatorname{sr}(S)=1$, so semilocal rings are $\mathcal{H}$ ).
(ii) If $P$ is completely prime, $S / P$ is a domain, so that $Q_{l}(S / P)$ is a division ring, and therefore, $S_{P}$ is a local ring. From Proposition 10 we get that $S_{P}$ is $\mathcal{P F} \subseteq \mathcal{C} \cap \mathcal{P S F}$.
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