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Abstract: The fractal approach allows to extend the knowledge about the nonlinear dynamics evolution caused by the 
growth of capacity and adequacy of information about regularities, uncertainties and abnormalities. The paper applies 
the fractal approach to analyze the instrumental time series observing the air temperature of the land surface during 
1902-2012 years. An annual warming-cooling cycle is considered as a unit, so the peculiarities of the viewpoint on the 
temperature dynamics are connected with the analysis of the time series profiles. The corresponding fractal model – 
described the annual warming-cooling cycle dynamics - is adapted to the considered subject. Then it becomes possible 
to study comparatively the averaged, extremely and amplitude-frequency characteristics of the annual warming-cooling 
cycles. The observations – completed in the forty meteorological stations – are used in the six quasi-homogeneous 
climate regions. The individual and comparative study of the local climate systems exhibits both over-regional 
dominant tendencies and local uncertainties that enable to learn the local climate dynamics in more details. Copyright © 
Research Institute for Intelligent Computer Systems, 2015. All rights reserved. 
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1. INTRODUCTION 

The practical question how to analyse the climate 
dynamics in a certain geographic point for a season 
or few (up to three) years with high accuracy 
remains open till now [1, 2] because the annual 
warming-cooling cycle profile is supposed to be 
considered at least. What data and methods there are 
to solve the problem? The abilities of climate 
models to simulate the surface air temperature 
diminish when the coverage in time or place 
reduces [3]. The data of instrumental measurements 
seem to be the most reliable in this case, but the 
available instrumental data can be substantially 
restricted in size and resolution over time or/and 
space. In particular, the paleo-climate data allows to 
consider the surface air temperature evolution in 
timescales from hundreds years to millions years [4, 
5], but the temperature variation within an annual 
warming-cooling cycle is not considered. The 
meteorological data contains the information 
concerning the temperature variation within an 
annual warming-cooling cycle, but the reliable 
meteorological data is, usually, about centenary long 
and no longer 300 years [6, 7].  

To use the meteorological data it is necessary to 
find a compromise between methods of data 
acquisition and the coverage in time and space. The 
global mean surface temperature exhibits the 
substantial inter-annual variability, where the 
temperature trends based on short-term observations 
are sensitive to beginning and end dates, and do not 
show long-term climate tendencies [3]. The climate 
models show similar results: trend estimations can 
be significantly different in relation to the same 
region but several timescales [8, 9], or can be 
significantly different in relation to the same 
timescale but several regions [10, 11]. In other 
words, the more space or timescale is considered in 
detail, the more number of exclusions in regional 
homogeneity can be founded. To analyse the 
dynamics of the annual warming-cooling cycles it is 
necessary to take into account the year-to-year 
variability of the cycles in frequency and amplitude 
characteristics [8, 10, 12]. Thus, the land surface air 
temperature observations should be considered as 
the nonlinear non-stationary noisy time series with 
complex profiles.  

In this case the method of averaging can lead to 
distortions or losses of the actual information. 
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Nevertheless the averaging and linear trends remain 
the most useful to show the dominant tendencies in 
dynamics of the surface air temperature [3]. How to 
skirt around the disadvantage of the averaging? One 
of the ways is proposed in the paper. Namely, the 
fractal approach [13, 14] to analyse the dynamics of 
the instrumental time series with the complicated 
profiles is applied to estimate the dynamics of both 
temperature extremums and amplitude-frequency 
characteristics of the annual warming-cooling 
cycles. The corresponding fractal model to describe 
the warming-cooling cycle dynamics is introduced 
in section 2. The fractal model is aimed to convert 
the initial temperature time series into the succession 
of the units, which are similar in general but can be 
different in dimensional modifications [15, 16]. It 
allows to consider the dynamics of a local climate 
system in more detail. The results of the comparative 
analysis of the forty local climate systems are 
presented in section 3. Here the revealed over-
regional dominant tendencies and the reasonings on 

the peculiarity and abnormality of the local climate 
dynamics are summarized. Finally, conclusion 
is presented.  

 
2. FRACTAL VIEWPOINT ON ANNUAL 

WARMING-COOLING CYCLE  

Let us consider the short-term warming-cooling 
cycles made by the instrumental measurements that 
are similar to the long-term warming-cooling cycles 
based on paleo-climate data. Then the notion of an 
annual warming-cooling cycle (Fig. 1(a)) means a 
part of time series between the successive 
temperature minimums (hereafter Tmin), where the 
time series consists of the land surface air 
temperature observations averaged per day 
(hereafter T). Let us consider the peculiarities of the 
annual warming-cooling cycles from the following 
practical point: how to estimate when and what 
temperature extremums (hereaftre Tmin and Tmax) will 
occur in the nearest future (Fig. 1(a))?  

 

 

Fig. 1 – A part of T-time series to illustrate the notion of annual warming-cooling cycle (a); characteristics of an 
annual warming-cooling cycle (b); the ranges of the temperature extremums in Tomsk (WMO-index 29430) over 

1902-2012 years (c). The historical meteorological data here and after were provided by Russian Research 
Institute of Hydrometeorological Information – World Data Center, www.meteo.ru. 
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Let dmin and dmax be the time coordinates of 
Tmin and Tmax correspondingly; let tmin and tmax be 
the temperature coordinates of Tmin and Tmax 
correspondingly (white points in Fig. 1(b)). Then  
T-time series can be considered as the alternations of 
the extremums, where the triangle-like units are 
formed between the successive Tmin-values (solid 
lines in Fig. 1(a)). Such process was denoted as the 
time series fragmentation [15], where each fragment 
represents a geometrical invariant with the fractal 
properties [13, 16]. At the same time, each fragment 
represents the linearized annual warming-cooling 
cycle. Then the model of T-time series based on the 
fragmentation is hereafter denoted as a fractal 
model. The fractal model will be described hereafter 
by the following characteristics of each annual 
warming-cooling cycle (Fig. 1(b)): the time and 
temperature coordinates of the extremums (dmin, 
dmax and tmin, tmax); the averaged temperature 
(tmean), amplitude (ampl) and duration (period) in 
relation to the corresponding fragment; the relative 
duration of the warming stage (k). 

Why it is necessary to find other models in 
addition and/or instead of the traditional one? 
Climate dynamics is analyzed in terms of the phase 
variables (first of all, temperature) averaged by year 
or more, but the consensus of opinions on the 
averaging is absent even today [8, 12, 17]: average 
over what and in what way? For example, the 
decadal timescale is considered as one of the most 
promising [1, 2]. Both 10-year and 20-year windows 
in relation to the reference period 1986-2005 years 
are used in the recent report of Intergovernmental 
Panel of Climate Change [3]. At the same time, the 
climate dynamics remains to be estimated by  
30-year windows in relation to the reference period 
1961-1990 years according to the current 
meteorological convention [17, 18]. The average 
concerns the notion of one year rather then the 
notion of the annual warming-cooling cycle. So, the 
annual dynamics of a local climate system is usually 
described by the temperature variation averaged per 
month. Correspondingly, the annual temperature 
variation maps traditionally 12 states of a local 
climate system between the successive minimums  
in January (for the Nothern hemisphere), for 
example [12, 19, 20].  

However the frequency and amplitude 
characteristics of annual warming-cooling cycles can 
be essentially variable [8, 10, 12]. In particular, 
dmin-variation leads to that, that Tmin-values can be 
observed beyond January. For example, dmin-range 
can be from the November 19 to the March 11 
(Fig. 1(c)). If the border of an averaging window is 
fixed (for example, the 1st of January), then a 
particular Tmin-value can miss the averaging window 
(for example, the first and fourth fragments in 

Fig. 1(a)). Or two Tmin-values can hit the same 
averaging window (for example, the third fragment 
in Fig. 1(a)). So, the ampl- and tmean-values 
identified in a certain year will be different from the 
actual ones within the corresponding annual 
warming-cooling cycle. Such cases are not unique 
over last 111 years, and can occur several times 
successively. In particular, the range of period-
values can be estimated from 75% to 125% of one 
year, and the range of ampl-values can be estimated 
from 66% to 100% of the maximal observable 
amplitude for example in Tomsk (Fig. 1(c)). 
Generally, the chaotic-like variation of the 
characteristics of the annual warming-cooling cycles 
in wide ranges seems to be natural over last hundred 
years at least. For example, the ranges of tmax-, 
tmin-, dmax-, dmin-values are illustrated in Fig. 1(c), 
where the dmin-range is about 30% of year and the 
dmax- range is about 20% of year. Similar results 
regarding 1902-2012 years can be illustrated for all 
the forty meteorological stations considered in the 
paper.  

As a result, the fixed 1-year window can distort 
the description of annual temperature tendencies. 
For example, let us consider tmean- and dmin-time 
series (Fig. 2) to illustrate the differences of the 
results calculated per year and per fragment.  
 

 

Fig. 2 – Examples of tmean- and dmin-time series (a,b 
correspondingly) calculated per year and per 

fragment in Tomsk over 1991-2012 years. 



Yury Kolokolov, Anna Monovskaya / International Journal of Computing, 14(1) 2015, 15-21 

 

 18

The profiles of tmean-time series calculated per 
year are smoother than the ones calculated per 
fragment; correspondingly, there are the distortions 
of the real extremums at least (Fig. 2(a)); dmin-
trends calculated per year and fragment can be 
contrary in sign (Fig. 2(b)), correspondingly, the 
forecasts can be quite different. If it is necessary to 
analyse the dynamics of more than one local climate 
system, then it is necessary to choose a common 
averaging window to keep the correctness of the 
comparative analysis. For example, in the case of six 
meteorological stations the averaging windows 
should be chosen from the 1 May to the 1 October. 
Strictly speaking, the elements formed by 1-year 
window remain heterogeneous in shape to a greater 
or lesser extent. For example, the sketches of 1-year 
elements are illustrated in Fig. 1(a). From the 
mentioned viewpoint the fractal model seems to be 
more proper to describe the observed dynamics. 
 

3. OBTAINED RESULTS 

Let us use the fractal model to analyse forty 
meteorological stations located in six quasi-
homogeneous climatic regions of East Europe, 
Siberia and Far East. The temperature measurements 
made at these stations are uninterrupted over the 
same timescale of 111 years long. The historical 
meteorological data were provided by Russian 
Research Institute of Hydrometeorological 
Information – World Data Center. The dynamics of 
each local climate system is analyzed by the 
following way: the characteristics of the annual 
warming-cooling cycles are determined for each 
fragment; the evolution of each characteristic is 
presented as one of the constituents of the local 
climate dynamics; the linear trend coefficient 
(hereafter index) is determined for each constituent. 
So, each T-time series is presented as the ensemble 
composed of the seven constituents (dmin-, dmax- 
tmin-, tmax-, ampl-, tmean-, k-time series), which 
are estimated by the corresponding dmin-, dmax- 
tmin-, tmax-, ampl-, tmean-, k-indexes. The 
ensemble viewpoint exhibits potentially more 
particularities concerning the evolution of time 
series [14, 21].  

What it means in relation to temperature time 
series? Let us consider several examples. In 
particular, the following over-regional dominant 
tendencies were revealed on the basis of the index 
combinations (hereafter index scheme): the increase 
in the averaged temperature (i.e. the positive tmean-
index) is realized with the decrease in the 
temperature amplitude (i.e. the negative ampl-
index), the increase in the temperature minimums 

(i.e. the positive tmin-index), and the decrease in 
temperature maximums (i.e. the negative tmax-
index). And the moments of temperature minimums 
and maximums become to be later, i.e. the positive 
dmin- and dmax-indexes take place. The 
corresponding index scheme is illustrated in 
Fig. 3(a). 

But it is just one of the index schemes. 
Mentioned combination of the temperature indexes 
can be realized with the negative dmin- and dmax-
indexes in, for example, Eniseyisk (WMO-index 
29263). It is interesting that different index schemes 
can be observed not only within the same quasi-
homogeneous climatic region, but also for the 
stations at a quite short distance. Each of the 
considered climatic regions seems to be rather 
heterogeneous from the viewpoint of the warming-
cooling cycle dynamics. It confirms the known 
heterogeneity in short-term timescales regarding the 
temperature trends in North America shown in [11], 
regarding the rainfall extremes in West Europe 
shown in [22], as well as regarding the opposite 
temperature tendencies in timescales of ten 
thousands years [23]. The fractal model reveals that 
annual warming-cooling cycles can demonstrate not 
only more rapid rise in temperature, but also more 
rapid fall in temperature. It confirms the conclusion 
in [10], that annual warming-cooling cycles are 
characterized by variable periodicity in short-term 
timescales. But it is interesting, that similar 
variability of warming-cooling cycles is typical in 
more long timescales of ten thousands years [4, 5].  

How the fractal analysis can be used differently? 
Let us continue to consider the local dynamics in 
Tomsk, and analyse the index scheme in Fig. 3(a). 
First, it allows to limit the ranges of the annual 
variation: the negative tmax-index means that the 
largest temperature maximum is no more than  
Mtmax + 3tmax (L1-line in Fig. 3(b)), where M is a 
mathematical expectation,  is a root-mean-square 
deviation, the subscript denotes the corresponding 
constituents; the positive tmin-index means that the 
temperature minimum is no less than  
Mtmin – 3tmin (L2-line in Fig. 3(b)). The positive 
dmin-index allows to limit the earliest moment of 
the temperature minimum (L3-line Mdmin - 3dmin in 
Fig. 3(b)), and the positive dmax-index allows to 
limit the earliest moment of the temperature 
maximum (L4-line Mdmax + 4dmax in Fig. 3(b)). The 
latest moments of both temperature minimum and 
maximum are more uncertain: regarding the nearest 
future it is accepted only approximately as  
Mdmin + 4dmin and Mdmax + 4dmax, correspondingly 
(dashed L5-, L4- lines in Fig. 3(b)).  

 



Yury Kolokolov, Anna Monovskaya / International Journal of Computing, 14(1) 2015, 15-21 

 

 19

 

Fig. 3 – Index schemes to summarize the pattern of the dominant tendencies in Tomsk over 1902-2012 
years (a) and an example of the corresponding consequences from such local evolution (b). 

 
Second, the characteristics allow to specify the 

limits of the acting dynamics and indicate the 
potential possibilities to forecast. In particular, the 
negative ampl-index means that the temperature 
difference between the neighboring extremums is no 
more than Mampl + 3ampl (the vertical two-sided 
arrows in Fig. 3(b). The positive k-index means that 
the duration between the minimum and maximum is 
no less than Mk + 3k days (the horizontal two-sided 
arrows in Fig. 3(b)). So, as soon as L5-line is crossed 
over (Fig. 3(b), at the moment day1), it becomes 
possible to make more certain the characteristics of 
the temperature maximum (Tmax i) in value and time 
within the running warming-cooling cycle: no more 
than tmini + (Mampl + 3ampl) and no earlier than  
L6-line. As soon as L4-line is crossed over (Fig. 
3(b), at the moment day2), it becomes possible to 
make more certain characteristics of the temperature 
minimum (Tmin i+1) in value and time within the next 
warming-cooling cycle: no less than  
tmaxi – (Mampl + 3ampl), and no later than L5-line, 
and so on cycle-by-cycle.  

Third, the substantial exceeding the dmin-range 
over dmax-range as well as tmin-range over tmax-

range (Fig. 1(c)) leads to the following: the majority 
of unfavourable and damage abnormalities (96%) 
should be typical for the phenomena towards 
coldness. And it is confirmed by the observable  
data (Fig. 4).  

 

 
Fig. 4 – Unfavourable and damage abnormalities 

observed in Tomsk over 1991-2012 years. 

 
Generally speaking, the introduced index 

schemes allow to estimate the potential abilities to 
forecast the local annual temperature evolution from 
the viewpoint where the more or less uncertainty in 
dynamics takes place at least. For example, the 
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index scheme in Fig. 3(b) exhibits that it is more 
complicated to make forecasts in Spring (the narrow 
white gaps in Fig. 3(b)), then in Autumn (the bold 
white gap in Fig. 3(b)). It confirms both the 
complexity of forecasts in 1-year timescale [2] and 
regional differences in the forecast  
probability [24]. 

 

4. CONCLUSION 

The local temperature evolution can be so much 
heterogeneous, that traditional estimations can loss 
important information. One of the promising 
directions to develop the traditional estimations is 
connected with the fractal approach, which allows to 
extend the knowledge concerning regularities, 
uncertainties and abnormalities in application to the 
annual warming-cooling cycle dynamics. In this case 
the temperature observations are presented as the 
homogeneous objects (so-called fragments). Thus, 
the ensemble of traditional, rare considered and 
unconsidered characteristics of an annual warming-
cooling cycle can be used to describe the annual 
evolution. It allows to exhibit the dominant patterns, 
in accordance to which the behavior of a local 
climate system is realized. In particular, it is 
revealed three main patterns which are observed in 
more than 70% of all the cases. It is interesting the 
distribution among these cases: one of the patterns 
(the normal pattern) is observed in more than 50% 
of cases; each of the rest two patterns (the auxiliary 
patterns) is observed in 25% of cases. The normal 
pattern is typical for two climatic domains which 
locate extremely far from each other (the Central 
European part and the Far East), and the auxiliary 
patterns are observed between these domains. So, 
there are, at least, three regions with quite well 
distinguished and qualitatively different dominants 
in evolution of the local dynamics. It means that the 
homogeneity of the dynamics within the regional 
climatic domains can be rather questionable from the 
viewpoint of the warming-cooling cycle evolution. 
At present there are not the established models to 
explain such facts [3, 4, 5, 23]. Nevertheless, the 
alternations between the patterns look like rather the 
behavior under the intermittency phenomena [25]. 
The main disadvantage of the fractal approach is 
connected with the comparatively labour data 
processing, since there are some unformalized 
analytical procedures with expert opinions. 
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