
Orest Ivakhiv / International Journal of Computing, 15(1) 2016, 33-41 

 

 33

 
 
 

INFORMATION STATE OF SYSTEM ESTIMATION 
 

Orest Ivakhiv 
 

Computer Technology, Automation and Metrology Institute, Lviv Polytechnic National University, 
12 Bandera str., Lviv, Ukraine, oresti@polynet.lviv.ua 

 
Abstract: As far as the behavior of the object under study is random, it is difficult or even impossible to create an 
adequate program of its regular maintenance. A better result provides an adaptive servicing algorithm for the needs of 
current monitoring and control of the object. Nowadays, both different adaptive algorithms and capabilities of a sample 
group coding are effectively used for this purpose. The demand to the channel capacity regarding the required decrease 
of the binary digit rate has always been an actual task. Recently, it is observed that the creation of a new system is 
frequently based on the employment of the entropy measure and permutation encoding. Such applications are known to 
be used for biometric systems, cryptography, body wireless networks and others. A concrete combination of active 
source addresses (with significant samples) may be considered as some generalized image of the object under study. It 
can be used as information for the control function of the next level of the cyber-physical system as well. The paper 
deals with considering the possibility of the most efficient usage of a transmission channel capacity and receiving of a 
generalized image of a servicing object state as the entropy estimation of its sensors activities. The estimating operation 
procedures are also described. The ways of such tasks solving are described and the above mentioned coding procedure 
is presented. Copyright © Research Institute for Intelligent Computer Systems, 2015. All rights reserved. 
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1. INTRODUCTION 

The state of the object being observed is 
estimated by using a set of different transducers, the 
so-called measurement data sources. The primary 
data are processed by further means of unification 
and the subsequent ADC. Optimal servicing 
program should to the utmost meet the needs of the 
object tracking system. Since the behavior of the 
object under study is random, it is difficult or even 
impossible to create an adequate program of regular 
maintenance. A better results provides an adaptive 
servicing algorithm for the needs of current 
monitoring and control of the object [1,2]. The 
conditional mean of the system state vector may be 
found by passing the conditional mean of the 
measurement history. There were considered 
stationary and non-stationary data, noiseless-channel 
versions of the PCM, predictive quantization, and 
predictive-comparison data compression systems; 
ensemble-average performance of the nonlinear 
filters was derived [3]. In particular, this can be 
realized using a polynomial predictor or adaptive 
commutator. It is capable of separating from the i-th 
primary measuring signal the samples that go 
beyond the defined tolerance field whose value is 
given by the permissible quantization error. Unlike 
regular surveys, the flow of the samples essential for 

the consumer appear in a chaotic time moments, as 
well the order they appear from various sources is 
unknown. There is a need for marking the onset of 
the samples and identifying their affiliation (i.e., 
addressing) to a particular so-called active source. 
The concrete combination of these addresses of 
significant samples of active sources may be 
represented by some generalized image of the object 
under study. It can be used as information for the 
control function of the next level of the cyber-
physical system as well [4]. If an individual address 
is used for source identification, then it is encoded 
by primitive binary code. In this case, it would 

require n2log  binary digits (here – n  is the number 

of sources beeing measured). A paradoxical situation 
is observed: on the one hand, the adaptive 
maintenance reduces the information redundancy of 
a system measurement data due to the availability of 
the real aggregate activity sources. However, cost of 
the service suppliment by using the individual 
addresses made the situation worse. An addressing 
of the group of non – redundant samples turns out to 
provide more promising results. To this end, there 
may be used a permutation group coding [5], 
because its number of symbols per one sample is 
close to the entropy of the active sources totality. 
While the use of primitive coding for individual 
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source address corresponds with the same activity of 
each source, i.e., equal to the maximum entropy 
value of sources totality (i.e., equiprobable sources). 
Both permutation coding and entropy measure are 
often effectively used for wireless networks [6-9], 
dynamic [10, 11] and other systems [12-14], 
especially for biometric usage. For example, body 
wireless network uses an intrinsic characteristic of 
the human body as the authentication identity or a 
means of securing the distribution of a cipher key to 
secure inter – body area sensor network 
communications [6]. The relationship was studied 
between a novel personal entropy measure for online 
signatures and the performance of several state-of-
the-art classifiers which showed that there is a clear 
relationship between such an entropy measure both 
of a person’s signature and the behavior of the 
classifier [15]. Currently, almost all systems involve 
an identity authentication process before a user can 
access the requested services such as online 
transactions, entrance to a secured vault, logging 
into a computer system, accessing laptops, secure 
access to buildings, etc. Therefore, authentication 
has become the core of any secure system, wherein 
most of the cases rely on identity recognition 
approaches. Biometric systems provide the solution 
to ensure that only a legitimate user and no one else 
access the rendered services. There was analysed the 
information content of the haptic data generated 
directly from the instrument interface [12]. It was 
successfully applied to the cryptography needs [16]. 
For some well-known chaotic dynamical systems, it 
is shown that the complexity of their behavior is 
particularly well described by entropy measure in 
the presence of dynamical or observational noise [7]. 
It was shown that the metric and permutation 
entropy rates – measures of new disorder per new 
observed value – are equal for ergodic finite-
alphabet information sources (i.e., discrete-time 
stationary stochastic processes). Finally, the equality 
of permutation and metric entropy rates is extended 
to ergodic non-discrete information sources when 
entropy is replaced by differential entropy in the 
usual way [8]. Amplitude quantization and 
permutation encoding are two approaches to 
efficient digitization of analog data [10]. The 
recently proposed conceptually simple and easily 
calculated measure of permutation entropy can be 
effectively used to detect qualitative and quantitative 
dynamical changes [17]. 

We propose both to use the entropy measure for 
the examination of the information state of object 
and for proper algorithm creation. 

The non-redundant samples introduce some 
permutation set sequence [18]:  
 

      Nxxxp ,...,2,1 , (1) 
 

here,  jx  is x -type symbol at the j-th position of 

permutation ( Njnx ,1;,1  ). 

It is necessary to consider two situations: the 
statistic of totality system sources activities is a 
priory known and unknown [19,20]. 
 

2. STATISTICS OF SYSTEM SOURCES 
ACTIVITIES IS A PRIORI WELL KNOWN 

In this case, both sources set, whose shape 
sequence of the non-redundant samples and the 
amount of the granted positions are fixed. However, 
contrary to the regular type system, the source signal 
sampling is random, corresponding to the signal 
current behavior. At the length N  1, the i-th 

non-redundant selective values will occur in the 

sequence boundaries N i  times  N Ni i  . If the 

measurement data from n sources is compressed, 

then the sequence versions amount is Q nN
0  , 

because on the sequence any position can be a non 
redundant value of arbitrary packed multiplexed 
sources. Nevertheless, due to the convergence of the 
event frequency to its probability at a considerable 
amount of experiments, for N  1, it is 

conditionally possible to arrange all the sequences 

into two subgroups: typical, for which N Ni i   

and atypical – for which this relation is variable. 
Thus, all the typical sequences aggregate the 
probability with the lengths N increasing and will be 
guided to one, while the atypical sequences will tend 
to zero, so there will be only a necessity of the 
typical sequences enumeration. From the 
mathematical point of view, such N-positions 
sequences is a permutation with the repetitions [5, 
10, 21, 22], in which each i-th element address will 
occur in the sequences boundaries N i  times. The 

different typical sequences number is as follows: 
 

Q N Ni
i

 !/ !
 

(2) 

 

and each corresponding number we shall present as 
follows: 
 


i

iframe MNQk !log!loglog 222

 
 

This number we shall term as a code of a 
disposition, the so-called Block Number Code. 
Having taken advantage of a Stirling formula [22] 

for factorials n r e nn e!  2 , we shall note 
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(3) 

 
For one sample of a sequence, the corresponding 

part of a Block Number Code is as follows: 
 

2 log ( )Q frame i i
i

k k N H     
 

(4) 

 
The above-obtained relation is, by the upper  

 

estimation of number log2 Q , as follows: 
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(5) 

 
As for the left-hand part of an inequality, we have 
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(6) 

 
Analyzing the polynomial formula [22] 

 

 

 
 

1 2

1 2

1 2
1 2 1 2
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!
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n

n
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 

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(here, iK  is manifold numbers sets, subordinated by 

the requirement 
i

i

K N , for 1,i n ), we 

observed that the different sets media are the natural 

numbers iK . In our set, i iK N  (that is possible to 

realize, as 
i

i

N N ). In addition, this combination 

gives only one possible addend of this sum. 
Therefore, it is obvious that the sum (3) will be 
larger than its non-negative composite, namely: 

 

 
 

1 21 2
1 2 1 2

1 2

!
>
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n
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n n

n
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If the equation i iX N
 
is also accepted, then we  shall have the following: 

 

 
 
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 or                      
!
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N

N
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N N
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Having compared equations (3) and (8), at the 
logarithm basis more than one, it is rightly to note 
that 
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as it was necessary to prove. 

3. STATISTICS OF SYSTEM SOURCES 
ACTIVITIES IS A PRIORI UNKNOWN 

In this case, the sequence set and its positions, 
i.e., distribution between separate source samples, 
are not fixed. Therefore, besides an arrangement 

code by a size kQ , it is also necessary to present the 

information on its length by a size kq  and the 

sequence sources set by a size kн , since the activity 

distribution   i
 a priori are not known. That is, 

the sequence servicing information 
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HqQframe kkkk  .                   (9) 

 

However, in practice, for the frame 
synchronization facilitation, it is necessary to work 
with sequences of a stationary value of length, in 
particular, from stationary values of both 
measurement data and servicing parts. Contrary to 
the above parsed structure, it is thus impossible, 
shaping a servicing part, to do without the Set and 

the Block Number Codes, whose digit capacities kн  

and kQ , accordingly, are fixed. 

Let us assume that the sequence shaping ceases at 
the sequence information part or the Block Number 
Code digit grid filling. 

1) Let the first sequence of Data Set be filled. 

The Set Code length kн  is determined by an 

information part length value of N, which should be 
large enough, nevertheless, from physical 
requirements, restricted. Its value should be such 
that the least fissile of the totality sources has filled 
even in one position of sequence of Data Set part – 
on the one hand and limits by a value practically 
implemented digit grids of a Block Number Code 

Qk  – on the other hand. Thus, 

 

  min max1 i QN k H   .             (10) 

 

The probability that the Set Code is filling faster 
than the Block Number Code, coincides with the 
probability that a length of the sequence of Data Set 
part exceeds the selected one. It is neglectfully 
small, because the Block Number Code length kQ  

optimality is close to entropy. Thus: 
 

   a
max

k
Pr N N Pr H( )

N
  

  
        

, 

 

where   and   are arbitrary, certainly given 
positive small values. 

The Block Number Code binary digits number, 
which is necessary on one selective sample value, is 
determined by totality sources activities entropy. 
Thus, it will be a maximum at the equiprobable 
activities distribution. Hence, at a given length of a 
Block Number Code, it is possible to get the 
sequence of Data Set part selective values amount, at 
which there will already be the filling 

 

N
k

n

Q

min
log


2

.                          (11) 

 

2) The first Set Code digit grid is filled. Thus, if 
positions of the sequence of Data Set part are not yet 
exhausted, then the remainder of positions can be 
allocated on the "shadow" interrogation or other 
additional information. 

At a Set Code shaping, similarly to equation (2), 
here it is necessary to enter one more numeral 
boundary [23], if only to designate the unused 
sequence of Data Set part positions, that is 

 

2 2 2H

( N n )! N n N n
k log N log n log

N ! n! N n

  
    (12) 

 

The limiting Set Code length is determined by 
the greatest possible sequence information part 
selective samples values N max  
 

 

max max
 max max 2 2

max

log logH

N n N n
k N n

N n

 
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. 
 

Expenditures, that are present on one selective 
sampling value, are as follows: 
 

 max   max

min

H H

H

k k
k

N N
 

. 
 

Taking into account the equations (10) and (11), 
we shall show an asymptotic optimality of the given 
approach, i.e., 

2
2 21 1 0

Q
Q

Q Q

H
kk Q Q

k klog n nH( )
lim k lim log n log

k H( ) k nH( )



 

     
       

      

. 

 
Thus, this enumeration method is asymptotically 

effective at a sequence considerable size of N, 
because the minimum possible expenditures on an 
enumeration cannot be less than the entropy value 
[24, 25]. Such an approach may be used at designing 
of intelligent devices [26-28].  
 

4. ACTIVITY ESTIMATION BASEMENT 

Let us suppose that the data compression of the 
measurement system is based on the adaptive 

commutator principle. Then, all analog sources are 
sampled at a constant rate with the period T. In each 
sampling point, an adaptive commutator chooses 
among the total sources the most active one, i.e., the 
chosen source has the largest among other sources 
instant difference value, normalized with respect to 
its source analog measurement signal mean-square 
deviation (Fig.1). The samples of the rest sources are 
supposed to be redundant. The i-th most active 
source sampling value takes place at the i-th 
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memory cell for the next sample time comparison, 
and the source activity manifestation is indicated at 
the i-th counter. Practically, the i-th source 
difference is estimated between the current sampling 
moment value and the previous activity 
manifestation value, which is picked from its 
memory cell. It is known [29] that the i-th source 
intensity  
 

m

ii
i

X
112 


  , 

 

here, i  and i  are the i-th source mean-square 

frequency and mean-square deviation, respectively; 
Xm is the sources totality maximum discretization 

error mean value. 
 

1 (t)

t

2 (t)

1(t)

2(t)

t

t

t
 

Fig. 1 – Sources activities estimation procedure. 

 
In this case activities sequence is following: 

1,2,2, .... 

The i-th source relative activity i  is determined 

as relative intensity  
 

   i
i

ii
i

iii 111 , 

 
here,   is the system totality sources mean-square 

frequency (the last intensity to mean-square 
frequency transformation is possible at the equality 
of all sources discretization error values). 

During the analysis time aT , the current totality 

system sources absolute activity distribution 

  niNi ,1,   is formed at the n counters. Therefore, it 

is possible to gather the non-redundant samples 
frame and its real time group code mapping. 
Moreover, due to all the sources counters contents, 

using the same algorithm, general object state 
mapping is realized. It was proved that the certain 
sources samples number corresponds to the unique 
single–valued coding combination (code value) [18]. 
The all sources activity distribution code (Block 
Number Code) is sent by the transmission link to the 
higher level of hierarchy.  

 
5. PROCESSING ALGORITHM 

DESCRIPTION 

The number of permutations is equal to 
 

,
!!...

!

1 nNN

N
M   

 

here, iN  is the i-th type symbols number among the 

N sequence positions ( i= n,1  ), NN
i

i  . 

The permutation numerical coding algorithm is 
found on the chain division after the permutation 
place symbol [28]. It was noticed that a power of 
each subset is proportional to the ratio of a number 
of certain type of symbols to the total sequence 
positions number. Thus, for subset mS  with m-type 

symbol at the first position 
 

N

N
M

N

NN
mM m

i
i

m 



 !

)!1(
)(  . 

 
At the second step, each subset divides after the 

type symbol which takes the second position in the 
permutation. A power of a newly formed subset is 
proportional to the ratio of a certain type symbol 
number, which we meet from the second to the last 
position of the permutation to the total sequence 
positions number at this step, here it means to (N-1).  
However, if at the second position we have the same 

m-type symbol, then the ratio is 
1

1





N

Nm , because at 

the second step we have yet only (Nm-1) m-type 
symbols and (N-1) total positions, and so on.  At a 
certain j-th step, some type of symbol cannot appear 
if its number has already exhausted. Such a 
procedure makes it possible to have a definite 
correspondence between a certain permutation set S 
and its number of the natural row 0-(M-1). It was 
suspected, that the true enumerative coding would 
be if the sequence number is formed as follows: 
 

 







N

j

jx

i
j iMpK

1

)1(

1

),()(                  (13) 

 
here, Mj(i) is the Sj(i) subset power value ; it should 
be noted that both the subset Sj(i) permutations, and 
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the analysed permutation p have (j-1) identical 
positions and the i-type symbol at the j-th position of 
permutation. 

Therefore, the first j permutation positions of a 
subset Sj(i) are fixed. The number of such 
permutations defines probable permutations of the 
rest (N-j) symbols. Within there is [Nm-Rm(j)] – m-

type symbols ( nm ,1 , mi) and [Ni-Ri(j)-1]- i-type 

symbols; here, Rm(j) is the number of m – type 
symbols among the first (j-1) positions of the 
permutation p. 

Thus, the power of subset Sj(i) (mi) 
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The kernel of the last expression (14) 
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We can note that 
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Then, 
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here, jC  is the quantity of symbols whose number-

type is less than the symbol number-type located at 
the j-th position of the permutation. 

This algorithm can be used if the absolute 
activities values  iN  are known. Therefore, this is 

convenient for the activities distribution reflection. 
This is the so-called Set Code. 

Non-redundant samples mapping of all the 
sources during the real appearance of the 
measurement data corresponds with the unknown 
activities values  iN  at the coding word formation 

[18, 27. 28]. This is the so-called Block Number 
Code. 

For this case, it was noticed that each j-th 
position counted from the beginning might be 
considered as the l-th position from the end. Thus, 
 

l = N-j+1.                          (18) 
 

The kernel (15) corresponding to the j-th position 
from the beginning is the same for the l-th position 
from the end 
 

Dl=Dj.                            (19) 
 

Number  lNi  of i-type symbols among the last l 

positions of a permutation 
 

)()1( jRNN iii  .                   (20) 

 
Thus, using expressions (18)-(20) in equations 

(16) -(17), we receive a new algorithm [18] 
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               (22) 

 
Permutation elements can be analysed in the 

order of their appearance and the number  lNi  is 

considered as the number of i-type symbols among 
the l analysed. The permutation numbers obtained 
after (17) and (22) equations should be the same for 
the same input conditions, but with the opposite 
order  of the appearance of elements.  

Algorithm description is as follows [30]: 
Input: 

N – quantity of sequence positions 
Ni[] – array of type symbols number among the N 
sequence positions size of quantity of different 
values in sequence 
X[] – set of values to encode size of N 

Output: 
Kp – value of kernel K(p) 
R[] – array of numbers of i – type symbols among 
the permutation p  

Algorithm’s initialization: 
Kp ← 0 
D ← 1 
R[] ← {0} 
 
1: R [X[1]] ← R [X[1]] + 1 
 Kernel p value calculation when l = 1  
2: for i=1 to X[1]-1 
3: { 
4: Kp ← Kp + Ni[i] – R[i] 
5: } 
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6: if N > 1 then 
7: { 

Comment: Kernel p value calculation when l > 1 

8:  for l = 2 to N  
9:  { 
10:  R [X[l]] ← R [X[l]] + 1 

Comment: D assign value of )(

)1(

)(

1

lN

lD
D

lX

l
l


 

 

11:  D ← D * (l-1) / ( Ni[X[l]] – R[X[l]] ) 

Comment: Acc assign value of 


b

ai
i lN )(  

12:  Acc ← 0 
13:   for i = 1 to X[l]-1 
14:  { 
15:   Acc ← Acc + Ni[i] – R[i] 
16:  } 
17:  Kp ← Kp + D * Acc 
18:  } 
19: } 
 

Such servicing information perfectly corresponds 
to the information entropy of the object sources and 
may be used for an express analysis of the current 
state of the object. At each step of analysing the 
information state of the investigated object, the most 
active sensor is chosen. An output analog signal of 
any sensor is conditioned and a certain address 
number is prescribed to it. To illustrate the process 
of analysing let us consider a simplified example of 
sensor network which consists of three sources, and 
the analyzing period consist of six steps (i.e., n=3, 
N=6). Let us suppose that we received the activities 
sequence as follows: 2, 1, 1, 3, 1, 3. This means that 
the first active sensor has number 2 and the last has 
number 3. After formula (22), in this case we obtain 
the following: 

 

  

  
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

X

X

X

NDD

NDD

NDD

D

 

   

    .102/546/5

,43/435/4

656

545





X

X

NDD

NDD
 

 
The code (i.e., group number) that corresponds 

with the situation is following (21): 

 

   
 

.40)13(0104

)12(3010101
1

11



 




lX

i
i

N

l
l lNDpK

 

It was formed in real time. Another order of 
addresses results in a different group number.  The 
information entropy estimation (4) is calculated as 
follows: 

 

  46,1
3

1
log

3

1

6

1
log

6

1

2

1
log

2

1
222 H bit, 

 

here, 31 N , 12 N , 23 N , 6 
i

iNN , 

then NNii  and 211  , 612  , 313  .  

Therefore, a set of group numbers describes an 
object information state entropy. 

 
6. SYSTEM OPERATION DESCRIPTION 

The output signal (Fig. 2) of each analog sensor 
(Source) is passed to the proper (11 … 1n) input of 
the Activity Analyzing Unit (AAU). 
 

1S

nS

11

n1

n3 13 1 n

12 n2

 
a) 

11

n
1

n3 13

12
n2

1
NU

MPU

1SU

1Sw

1MU

nSU nNU

nMU

nSw

 
b) 

Fig. 2 – Simplified scheme of system (a) and activities 
analyzing unit operation (b). 

 
At the very beginning, the first samples of all 

sensors are put through the open Switch (Sw) to its 
corresponding Memory Unit (MU). At the next (i.e., 
second) sampling step, all the switches are closed. 
The sample of each sensor is passed to the 
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Subtraction Unit (SU) as a diminishing value, while 
its previous sample is a subtrahend value. A 
deviation is normalized by division operation in 
Normalization Unit (NU) and follows to the 
Maximum Polling Unit (MPU). In this unit, the 
source is chosen with the maximum normalized 
deviation, which is nominated as the most active 
among the totality. MPU makes it possible to open 
the switch Sw in this active source channel (21 … 2n) 
and its sample removes the previous one in its 
corresponding Memory Unit (MU) as well as it is 
passed through proper outputs (31 … 3n) to the Coder 
(C). At the next (i.e., third) sampling step described 
above, operations are repeated. Note, that only for an 
active source channel the subtrahend was changed.  

Then, during N sampling steps, both the amount 
of the manifested source activities is accumulated in 
the Counting Unit (CU) and BNC Unit (BNCU) 
forms the Block Number Code in real time. 

Following the arrival of the N-th last non-
redundant sample of the Data Set from the totality 
active sources the output frame is supplemented by 
prepared Block Number Code and by the proper Set 
Code. This frame is formed by Coder and is passed 
to the system modem for transmission. Separately, 
the BNC is also transmitted at a higher level of 
control hierarchy for the next information state 
examination. 

 
7. CONCLUSIONS 

The binary digit rate demand at the sequence 
length number N    is guided to the group 
source entropy productivity. The Block Number 
Code is a uniform unique number depending on the 
activities of the system sources. At the receiver side, 
the decoded number is used for the samples 
distribution from the memory register on the 
relevant channels. Thus, the sequence number also 
describes the totality sources activities state, i.e., the 
servicing object state. This estimation may be used 
for the next representation at a higher hierarchy 
level. This algorithm does not need to know the 
sources statistics before encoding and works in a 
real time. The Set Code is formed simultaneously 
with the Block Number Code formation. 
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