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Abstract: In vitro fertilization – a procedure which aims to get the embryo to adapt the methods of "oocyte" fertilized 
sperm outside the human body. At the end of this procedure there are several embryos. This paper represents an 
overview of tracking-free and tracking-based methods for detection of important embryo development stages. Tracking-
based method represents well known classical object tracking techniques. For tracking-free method were selected 
statistical feature extraction techniques and classification methods: Classification with training and classification 
without training. For the extraction feature, statistical methods are proposed: entropy, invariant moments and principal 
components analyses. For the classification, neural networks, support vector machine and K-nearest neighbor method 
are used. Data collected consist of 500 images for each class. 70 percent of images are dedicated for training, and 30 
percent for testing. The proposed method is checked by experiment. It is expected that this method will work well in 
video sequences. Copyright © Research Institute for Intelligent Computer Systems, 2016. All rights reserved. 
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1. INTRODUCTION 

In vitro fertilization is one assisted reproductive 
technology. The aim of this procedure is to get the 
embryo to adapt the methods of “oocyte” fertilized 
sperm outside the human body. There are several 
embryos at the end of this procedure. So it is highly 
delicate question how to choose the best embryo to 
be transferred to the uterus. The researchers have 
been proposed a variety of techniques which deals 
with a proper embryo selection question. In the 
Fig. 1 there is shown, the stages of embryo 
development.  

In this paper there is introduced the automatic 
embryo development method which can assist 
embryologist during most important embryo 
selection task [1]. The newest way to track embryo 
development is time-lapse microscopy. This is an 
automatic image capturing method, when the 
computer finds and determine fetal position. In the 
Fig. 1 highlighted the critical times between the 
stages of embryo development, which is one of the 
main features, that can predict successful 
development of human embryo. One of the most 
popular methods is the early nucleus fission time [3]. 
Early embryo development is the process, when the 
cell of nucleus divides into four cells. Nucleus 
fission time moments is one of the most important 
features by which can be made a decision to choose 
embryo for transfer. 

 

Fig. 1 – Images of embryo development. Figure 
reproduced with permission from Wang et al. [2] 

 
Therefore, there are more features by which 

decision can be made, such as thickness of embryo 
coat, fragmentation level, symmetry of nucleus. 

Purpose of this article is to compare some 
methods, to detect the fission moments of embryo. 

This research article is further divided into 
following sections: 1) Computer vision methods; 
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2) methodology; 3) experimental data; 4) results; 
5) conclusions. 

 
2. COMPUTER VISION METHODS 

Time lapse and image analysis systems are used 
for assisted reproduction about 25 years. Current 
commercial time -lapse systems are tracking from 14 
to 84 or more embryos at a time. So there are many 
data to proceed. The automated time lapse systems, 
has to detect the embryo, and to develop their 
quality grade.  

The computer vision based methods which 
detects an early embryo cleavage can be classified 
into two major groups: 

a) tracking-based; 
b) tracking free methods. 
Tracking based method applies computer vision 

algorithms which detects the contours of the embryo 
cells, measures an area of each individual cell and 
tracks them during the whole development process 
[16].  

Tracking-free methods uses low level features 
extracted from time-lapse embryo images which 
corresponds certain cleavage stage of the embryo. 
The combination of low level images features forms 
certain recognizable which are almost similar from 
the stage to stage. 

Tracking-based methods are based on an 
assumption that the embryo itself and cells from 
which consist the embryo have clear or elliptical 
shape. There for, the embryo detection task is 
simplified to detection to known or predictable 
number of ellipses in time-lapse image. Ellipse 
detection can be established using reduced 
quantization-free parameters space [4] or by 
analyzing of principal components [5]. Basically, 
three stable points are needed to fit an ellipse on the 
object contour [6-8]. Meanwhile the accuracy of 
ellipse detection highly depends on accurate 
detection of the object contour which is a difficult 
task in many cases dealing with embryo images. 

Tracking – free methods uses feature extraction 
techniques, which can be grouped in four groups: 
First group appearance based, which incorporates 
well statistical methods: PCA, LDA, ICA and 
others, Feature based approach computes Gabor 
features, Binary features and others. Template – 
based uses certain image samples which are 
compared with real time images. Part-based 
approaches compute local features of the object. 
Feature extraction techniques such as Sift, Surf, 
FAST, ORB, BRIEF computes stable and 
discriminating features which are invariant to 
rotation and uneven illumination. All mentioned 
tracking-free methods highly depends on the training 
samples, from which features are extracted. The 

training sample should represent all possible 
variation of the traceable object. 

 

3. EXPERIMENTAL SETUP AND 
THEORETICAL BACKGROUND 

3.1 EXPERIMENTAL SETUP: 

The purpose of the experimental investigation is 
efficiency evaluation of the proposed classification 
algorithm that is used for recognition of different 
embryo stages. Therefore, 3 different feature 
extraction methods and 3 different classification 
algorithms are tested using labeled data sets. 

The principal component analysis (PCA), 
entropy, and Hu invariant moments are used as a 
feature extraction methods in the research. The 
classification is done using support vector machine 
(SVM), artificial neural networks (ANN) and  
K-nearest neighbor algorithms. Mentioned 
classification algorithms are well known methods 
and commonly used for similar tasks. Basically, 
classification algorithms strongly depend on the 
correct training data set, which have to be correctly 
labeled and sorted. Freely available database of 
labeled embryo images where used in the 
investigation [9]. All images were labeled by the 
experience embryologist. Available images were 
divided evenly (50/50) in two groups, i.e., training 
and testing data sets. Data base consist of the image 
of the embryos of four different stages. First stage or 
class represents an embryo which consists of one 
cell (see Fig. 9). Second set of images represents an 
embryo which consists of two cells and it is labeled 
as second class (see Fig. 10). Third developmental 
stage of the embryo is considered when the embryo 
consist of three cells and all images which records 
that are labeled as third class (see Fig. 11). Fourth 
class is when the embryo consists of four cells (see 
Fig. 12).  

All programming, modeling and experimental 
investigation were executed using MATLAB 
programming environment.  

 

3.2 THEORETICAL BACKGROUND: 

The principal component analysis (PCA), 
entropy, and Hu invariant moments are used as 
feature extraction methods. All images can be 
statistically measured and measurements can vary 
depending on the information that is captured in 
those images. One such statistical measure is 
entropy. This is measure that represents an energy 
levels decoded in the image. If an image has flat and 
even surface it will have zero entropy. If there exists 
huge variation in the pixel values the entropy value 
will be high. The entropy [10] function was applied 
on the images from database which can be expressed 
as follow: 
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Entropy = −���������
�

 (1) 

 
where, P i is the probability that the difference 
between 2 adjacent pixels is equal to i, and Log 2 is 
the base 2 algorithm. 

Hu invariant moments are another statistical 
measure which are used for image measurements 
[11]. Hu moments are translation invariant and can 
be normalized with respect to changes in scale and 
rotation. Seven Hu moments were used as inputs for 
ANN, SVM and kNN classification algorithms.  
These were used in a simple pattern recognition 
experiment to successfully identify various typed 
characters. They are computed from normalized 
centralized moments up to order three and are shown 
below: 

 
I1=Ƞ20+Ƞ02 (2) 

 

I2=( Ƞ20 - Ƞ02)
2+4 Ƞ��

�  (3) 
 

I3=( Ƞ30- 3Ƞ12)
2+ ( 3Ƞ21+ Ƞ03)

2 (4) 
 

 
 

I4=( Ƞ30+ 3Ƞ12)
2+ ( Ƞ21+ Ƞ03)

2
 (5) 

 
I5=( Ƞ30- 3Ƞ12) ( Ƞ30+ Ƞ12) [( Ƞ30+ 
Ƞ12)

2-3( Ƞ21+ Ƞ03)
2]+ ( 3Ƞ21-Ƞ03) ( 

Ƞ21+Ƞ03)[3( Ƞ30+ Ƞ12)
2-( Ƞ21+Ƞ03)

2] 
(6) 

 
I6=( Ƞ20-Ƞ02) [( Ƞ30+ Ƞ12)

2- ( Ƞ21+ 
Ƞ03)

2+ 4Ƞ11( Ƞ30+ Ƞ12) ( Ƞ21+ Ƞ03)] 
(7) 

 
I7=( 3Ƞ21 -Ƞ02) ( Ƞ30+Ƞ12)[ ( Ƞ30+Ƞ12)

2-
3( Ƞ21 +Ƞ03)

2]+ ( Ƞ30-3Ƞ12) ( Ƞ21 

+Ƞ03)[3( Ƞ30+Ƞ12)
2-( Ƞ21 +Ƞ03)

2] 
(8) 

 
Principal component analysis (PCA) is a 

statistical procedure that uses an orthogonal 
transformation to convert a set of observations of 
possibly correlated variables into a set of values of 
linearly uncorrelated variables called principal 
components [12]. The number of principal 
components and projections depends of the amount 
of data that will be used for classification. 

PCA rotates the original data space such that the 
axes of the new coordinate system point into the 
directions of highest variance of the data. 
Performing principal component analysis directly on 
the embryo images is computationally costly. 
Therefore, the size of the covariance matrix is 
limited by the size l of the training data set, because 
l usually much smaller than the amount of pixels in 
the image. PCA is obtained from the eigen-

decomposition of a covariance matrix and these 
eigenvectors can be estimated if matrix C satisfies 
the eigenvalue equation: 
 

Cυ=λυ (9) 
 

where, the eigenvalue  and eigenvector  is 
associated to square covariance matrix C. The 
estimated eigenvalues allows ranking the 
eigenvectors according to their usefulness to 
describe the data variation between training images. 

 

 

Fig. 2 – Principal component analysis 

 
Eigenvalues can be estimated using equation: 

 

det	(C − λI) = 0 (10) 
 
where, I is an image. 

Artificial neural network was used for the 
classification purposes, where the number of input is 
varying depending on chosen number of 
classification features. For classification, neural 
network [13] is used, which output can be 
subscribed: 

 

� = �����

�

���

��� (11) 

 

where, (x0, x1, x2, ..., xn) – inputs, (y) – Output, i – 
the weights of inputs and the function φ – activation 
function. 

Feed forward neural network is used for this 
research. Levenberg – Marquardt backpropagation 
training algorithm is selected.  

Logarithmic sigmoid transfer functions was 
selected, and ten hidden layer and linear transfer 
function in the output layer of the model. For the 
input 16 PCA coefficients were selected, also 
entropy and invariant moments values. 

Other classification method is K-nearest neighbor 
algorithm [14]. This method is used to compare the 
results with neural network and support vector 
machine. K-nearest neighbor algorithm similarity 
score is calculated by the following formula: 

Original Data Space Component Space 
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���, ��� = � ���(�, ��)�(��, ��)
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 (12) 

 
where sim(d,di) the similarity between image d and 
class di. 

 

 

Fig. 3 – Neural network 

 

 

Fig. 4 – K-nearest neighbour algorithm 

 
Support Vector Machines are one of the more 

popular and powerful “off-the-shelf” machine-
learning algorithms based on their ability to find 
non-linear patterns. SVMs work by finding a line, 
known as a “decision boundary” or “hyperplane”, 
that best separates your data based on the class (in 
our case, “bullish” or “bearish” bars).[15]The SVM 
then draws a line in the higher dimensional space 
that maximizes the distance between the two classes. 
When a new data point is presented to the SVM, it 
then calculates which side of the line the point falls 
and makes its prediction. So in this research all 
classes separately were compared with all data. 

 

Fig. 5 – Support vector machine 

 
4. ANALYSES AND RESULTS 

The analysis of this research can be divided into 
two groups: Tracking based [16] and tracking fee. 
First analysis was to investigate the ability to detect 
the embryo. In the fig 6 represented the classical 
background subtraction method. This method is very 
useful because for example from Fig. 5a it is 
possible to find the thickness of the pellucid zone. It 
is enough just to count radial gray pixel variation 
from the center. 

 

 

Fig. 6 – The 3 embryos (a), boundaries of the  
cells (b) [16] 

 
The kurtosis and skewness of grey values shows 

the shell radius beginning and the end Fig. 7. 
 

 

Fig. 7 – Detection of embryo pellucid zone 

 
Also it is enough easy to extract the cells using 

various “filt” type filters. First need to filter the 
image, and after the fitting the ellipse to the filtered 
image is not a trivial task. Just need to adjust 
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parameters. The difficult things appear just when 
cells are overlapped Fig. 8(b). 

 

 

Fig. 8 – Ellipse fitting to embryo cells: a – 2cells  
and b – 4 cells [16] 

 
Second analysis of this research was to adapt 

classification methods. For this research we selected 
data of 2000 images (500 for each class). Data were 
collected from free available database [9] (Fig. 9-
12). 

 

 

Fig. 9 – One cell of embryo 

 

 

Fig. 10 – Two cells of embryo 

 

 

Fig. 11 – Three cells of embryo 

 

 

Fig. 12 – Four cells of embryo 

 
In first stage of this research the features were 

extracted. The examples of extracted features 
submitted bellow: 

 

 

Fig. 13 – The entropy values fragments of each class 

 

Fig. 14 – The 15 PCA coeficients, of each class 

 

 

Fig. 15 – Invariant moments of each class 

 

The classification results were investigated with 
3 classifiers using principal component analysis. The 
results in Fig. 16 showed that best precise of 
classification about 88% were got with support 
machine classificatory. The experiment showed that 
the best classification results were obtained when 16 
PCA coefficients were used. The different numbers 
of PCA coefficients are presented in the x axis in 
Fig. 16. This experiment was made for selecting the 
optimal number of PCA coefficients. In the Fig. 16, 
we can see the difference of accuracy using different 
number of PCA coefficients. 

 

 

Fig. 16 – Classification results with different classifiers 
using PCA 

 

Second experiment was made using all in section 
“methodology” mentioned feature extractions 
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methods. The best result using support vector 
machine, and neural networks was got using 16 PCA 
coefficients, entropy value and 7 invariant moments 
all together as inputs for classifiers. If more PCA 
coefficients are used, the accuracy drops down. 
Invariant moments and entropy also increase the rate 
of accuracy. For neural network 10 hidden layers 
were selected. KNN best results were got using 
invariant moments, entropy and 9 PCA coefficients. 
If we have more features, the accuracy drops down. 
(Fig. 17) In the x axis are represented 7 invariant 
moments + entropy value + PCA coefficients. This 
test represents the feature influence to the rate of 
accuracy. 

 

 

Fig. 17 – The results of classification 

 

Above mentioned results, were got using average 
of all 4 cells, which were used for this experiment. 
For separate class the results are different. The best 
results using all three classifiers were got, when we 
have one cell. Then the accuracy is about 90%. The 
accuracy goes down, then we have to detect 4 cells. 
It is falling to 80%. 
 

 

Fig. 18 – The accuracy of classification for each class 
separately 

 

5. CONCLUSION 

This approach is still not well explored. 
Relevance of the topic is based on the statistics of 
infertile couples. With such a large number of 

infertile couples (one in eight couple has fertility 
problems), this method has practical and scientific 
relevance. 

Tracking based methods is useful to detect 
embryo, and to track it. Also, it is enough good tool 
to detect 1 or 2 cells. When we have more cells, and 
it is overlapping this method is not useful. 

Tracking free methods are enough good for this 
issue.  Introduced methods enough well classifies 
such data. SVM classificatory classifies the data in 
average 86 % precise, and it is enough good result. 
Neural Network algorithm common recognition 
average was 83.75%,  
K-nearest neighbor algorithm, a common 
recognition average was 82.13%. It is enough good 
rate for investigation of this method in real 
environment. 
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