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Abstract: The paper presents modification of the image contour segmentation method based on Canny approach. A 
distinctive feature of the proposed method is the usage of wavelet-functions for contour sharpening during image 
transformation and the application of wavelet overlay at the beginning. The linear values of the intensity of the image 
pixels that are covered by wavelet are calculated and the result of wavelet transform is recorded into the central element 
of the pixels combination. As a result, two matrices of the same size as input image are received.  

After that a threshold for pixel intensity values is specified empirically: if the intensity values are less than a 
threshold, they are changed into 0, otherwise, they are unchangeable. 

The next step is calculation of the gradient according to the Canny method, it is performed for each of two matrices, 
obtained at the previous stage. As a result, image pixels where a local maximum gradient is obtained could refer to 
contours. The received contours, based on two matrices, are combined using logical “OR” operation. A set of contours 
with different levels of hierarchy can be obtained while adjusting the length of the wavelet. 

The modified method allowed to obtain a sequence of hierarchical object contours with an adjusted detailing. This 
method is a part of the object recognition information technology that significantly reduces the size of information 
processing of video surveillance systems. Copyright © Research Institute for Intelligent Computer Systems, 2016. All 
rights reserved. 
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1. INTRODUCTION 

Advances in information technology made 
possible increasing of the video surveillance systems 
functionality without great financial costs. 
Surveillance systems have been previously 
implemented mostly in public infrastructure 
elements such as airports, subways, etc. to monitor 
the flows of people and transport [1]. However, 
nowadays such systems are commonly used in the 
home [2-4]. 

It is obvious that this approach allows to increase 
the amount of video sensors as well as video 
transmitting devices, hardware and software for 
video processing [5, 6]. Therefore, methods allowing 
to reduce the amount of processed information are 
relevant today. 

One of the main goals of the use of modern video 
processing systems is the interpretation of the image 
content. In order to do this, it is necessary to 
separate objects from the background. Segmentation 
allows to split an image into its constituent parts or 
objects and separate the object from the background. 
Thus, you can easily process an image and identify 
its contents. High quality of image segmentation can 
be achieved by contour detection. This reduces 

greatly the amount of data for image processing, and 
at the same time stores the important information 
about the objects in the image, such as their shape, 
size, number [7-13]. 

Typically, image segmentation algorithms are 
based on one of the two main properties of the signal 
brightness: uniformity and brightness breakups [14]. 
Segmentation methods based on the object contour 
detection are also often applied [15, 16]. They refer 
to segmentation algorithms based on brightness 
breakups. 

A large amount of contour and boundary 
detection algorithms has been offered and described 
in scientific literature. The most popular methods 
include: Roberts, Sobel, Previtta, Kirsch, Robinson 
operators, Canny algorithm and LoG algorithm [17]. 

However, nowadays there isn’t a universal 
method or algorithm of image contour detection 
[18]. To determine the appropriate algorithm for 
contour detection, the contour orientation and 
structure should be taken into account as well as the 
availability and type of noise in the image. Each 
class of algorithms solves its specific problems and 
detects efficiently only a certain type of counters. 
Thus, the issue of the development of the contour 
image segmentation methods is relevant today. 
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2. THE PROPOSED APPROACH 

The Canny contour detection method [19] was 
chosen as the basic one among a range of such 
methods. Its advantages include immunity, and the 
thickness of the contour line is of 1 pixel. However, 
this method cannot be applied to a hierarchical 
approach. Therefore, the implementation of this 
approach requires morphological analysis of a set of 
contours that significantly reduces efficiency. In this 
paper the following hierarchical contour 
segmentation method was developed. 

Image processing by the mask overlay is the most 
common way of the image contour detection. 
However, instead of the use of Sobel mask with the 
Canny method, in this paper wavelets are proposed 
to use [20-23]. 

The first step – wavelet overlay. 
For a wavelet of n  size the procedure is based on 

calculating of the linear combination of pixel 
intensity values of the image covered by wavelets. 

To improve the convergence of the wavelet 
transform the utmost row of pixels is complemented 
by copying pixels onto the wavelet length: 
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where jiI ,  – the original image pixel, Ni ,...2,1 , 

Mj ,...2,1 ; jiz ,  – a pixel of the complemented 

image, Ni ,...2,1 , nMj 2,...2,1  ; n  – wavelet 

length. 
For each image pixel a value of the overlaid 

wavelet onto a row of pixels is determined:  
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where jkz ,  – value of pixel brightness (intensity) 

corresponding to the kw  wavelet coefficient. The 

result of wavelet transform is written onto the 
central element. 

In the same way the image on the OY axis is 
complemented: 
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where jiI ,  – the original image pixel, Ni ,...2,1 , 

Mj ,...2,1 ; jiz ,  – a pixel of the complemented 

image, nNi 2,...2,1  , Mj ,...2,1 ; n  – wavelet 

length. 
For each image pixel a value of the overlaid 

wavelet onto a column of pixels on the OY axis is 
determined. 
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As a result two matrices of the same size as the 

input image are obtained:  jiWX ,  and  jiWY , . 

While overlaying wavelet on the OX axis image, 
the greatest value will be on one pixel thick vertical 
lines. Moreover, the value on the image areas with 
constant brightness will be equal to zero as the sum 
of the wavelet coefficients is equal to zero. 
Similarly, while overlaying wavelet on the OY axis 
horizontal lines will be detected most. 

The second step – setting a threshold (threshold 
filter). 

A threshold for pixel intensity values is set. If the 
intensity value is less than a threshold, it is changed 
into 0, and the value is not changed in case it is 
higher than a threshold.  

As a result, once again, we obtain two matrices of 

the same size as the input image:  jiXW ,  and 

 jiYW , : 
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where P – a threshold value. 

Then variations in intensity are found. Variations 
refer to a set of pixels adjacent to two areas and 
connected according to a certain criterion. 

The third step – calculating morphological 
gradient. 

The gradient value is calculated to determine the 
jump intensity and its direction. The contour is 
detected where the image gradient has the maximum 
value. 

The value of the gradient characterizes the rate of 
the function f change at the point (x, y) and is 
calculated by formula: 
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The direction of the gradient vector coincides 
with the direction of the maximum rate of the 
function change at the point (х, у) and is calculated 
by formula: 
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This value is equal to the maximum rate of the 
function f change at the point (х, у). Moreover, the 
maximum value can be obtained in the direction of 
the vector f . The value f is often called gradient. 

The direction of the gradient vector is also an 
important characteristic. Let ),( yx  is the angle 

between the vector direction f  at the point (x, y) 

and the axis OX. Therefore, 
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Then, it is easy to find the direction of the 
contour at the point (x, y). This contour is 
perpendicular to the direction of the gradient vector 
at this point.  

Only gradient value local maximum is designated 
as border. Contour pixels can be defined as those 
ones, which allow to obtain gradient local maximum 
in the direction of the gradient vector. 

The contours are detected by the suppression of 
all other contours, which are not connected with 
certain (strong) contours. To obtain an intermediate 
value at the previous stage it is necessary to select 
groups of pixels and refer them to the contour in 
case they are connected with a certain fixed 
boundary or, otherwise, suppress them. A pixel is 
added to the group if it is adjacent to this group in 
one of the 8 directions. 

The following procedure is performed separately 
for two matrices:  jiXW ,  and  jiYW , . The resulting 

set of contours is received according to the scheme 
of logical connective “or”. 

After the receiving of the first contour (top-level 
hierarchy), the length of a wavelet is reduced to 
obtain the contour of the next level. Then the 
procedure of the first step is performed. However, it 
only involves processing of a part of the image 
which is in the centre of the contour of a higher 
hierarchical level. 

When choosing the length of the wavelet, 
geometric dimensions of the objects that compose 

the image should be taken into account. In the first 
phase the wavelet length must meet the geometric 
dimensions of the “largest object” and it should be 
reduced at the next level to fit the object. The 
desired level of specification can be considered as a 
criterion of the exit from the cycle. The degree of 
specification depends on the purpose of the given 
problem, that is, segmentation should be 
discontinued when the objects of interest are 
selected. 

Among the advantages of the proposed method of 
object selection are closed contours and wavelet 
overlay that allow to ignore all the contours of the 
image details which are smaller than the length of 
the wavelet and thus, the image can be divided into a 
set of hierarchical contours (“contour - subcontour”). 

 

3. PRACTICAL IMPLEMENTATION 

The proposed method has been implemented in 
Matlab software package as m-executable scripts. 

Increasing conversion is performed using the 
Haar wavelet (Fig. 1) as it has a low computational 
complexity and does multiplication by +1 and -1, 
that greatly simplifies its hardware implementation 
and therefore increases efficiency. 
 

 

Fig. 1 – Haar wavelets 

 
)(tw  function is called Haar function (Fig. 1). 

The above-mentioned functions can be obtained 
through transformation (compression and tension 
along the horizontal axis of abscissas) and shifting 
of the argument function )(tw which is determined by 

formula: 
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An example of the test image is shown in Fig. 2. 

While creating this image the peculiarities of the 
subject area were taken into account. The image 
reproduces a set of the characteristic features of real 
objects in black, white and gray areas and it can be 
representative, that is, an average quality of real 
objects processing can be determined according to 
the degree of its efficiency and accuracy. 
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Fig. 2 – Test image 

Fig. 3 shows an image band, a graph of its pixels 

intensity ( jI ,61 ); the same image band with the 

overlaid Haar wavelet, a graph of its pixels intensity 

( jWX ,61 ) and a graph which is formed after the 

setting of a threshold jXW ,61 . 

Fig. 4 shows the image obtained after the wavelet 
overlay onto the all image pixels: a) –along the 
rows, c) –along the columns; image with 
thresholding (b, d). 

 

 

Fig. 3 – An image band and intensity graphs 

 
waveletX

 
a)     b) 

waveletY

 
c)     d) 

Fig. 4 – Images obtained after the wavelets overlay:  
a) –along the rows, c) – along the columns; b), d) – image with thresholding 
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As a result, an image is obtained at the first 
hierarchical level which is shown in Fig. 5; the next 
level of the hierarchy is shown in Fig. 6. The 
contours are detected due to the classic Canny 
method in Fig. 7. 

 

 

Fig. 5 –Contours detection at the first level of the 
hierarchy 

 

 

Fig. 6 –Image contour obtained at the second level of 
the hierarchy 

 

 

Fig. 7 – Contour detection due to the Canny method 

4. CONCLUSION 

The Canny contour segmentation method was 
improved using the Haar wavelet transform.  

This method has been developed by 
complementing the original image, using wavelet 
overlay, threshold filtering and analyzing the 
extremes.  

The developed method allows to detect 
successfully the contours of the representative image 
and shows a set of contours in a hierarchical 
structure. 
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