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Abstract: The paper concerns the problem on the computational decision making on evolution of local climate 
dynamics taking into account inevitable nonlinear nature of such systems and deficiency of reliable data on climate 
dynamics. With this purpose we consider annual temperature variation in the context of the bifurcation phenomena 
under the hysteresis regulation with double synchronization. The corresponding conceptual model (HDS-model) 
provides the homogeniety of the analysed states as well as the ability to derive some constituent of regional (external) 
impacts on a local climate system. In accordance with the peculiarities of HDS-model dynamics, we formalize three 
mechanisms of local temperature changes and introduce the corresponding indicators of change-points. It allows to 
substitute, at least partly, expert analytics concerning identification of qualitative changes in local climate dynamics.  
Examples of applications of the indicators are presented on the basis of processing the time series of temperature 
observations on daily mean surface air temperature made over last century.  We believe that the results could be applied 
in order to increase the confidence of estimations about local climate changes. Copyright © Research Institute for 
Intelligent Computer Systems, 2016. All rights reserved. 
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1. INTRODUCTION 

The paper is devoted to the discussion in the field 
of computational analytics on dynamics of local 
climate systems, where decision making is based on 
the processing instrumental observations taking into 
account inevitable nonlinear nature of such systems. 
In this case there is not exact conventional solution 
on how to provide the homogeneity of the analyzed 
states and processes [1, 2, 3, 4], where the essence of 
the problem consists in the following [5, 6]: how to 
identify qualitative changes in local climate 
dynamics? And there are at least three widespread 
notions which are associated with “qualitative 
changes”, namely: abnormalities; change points; 
bifurcation points. In particular, various weather-
climate abnormalities represent deviations from 
ordinary behaviors or from changes in these 
behaviors expected in accordance with the 
traditional statistical conceptions [7, 8]. For 
example, an “abnormality” can mean a heightened 
deviation from an average value, a change in 
direction and/or rate of a trend, some strange event, 
and so on. In other words, there are a lot of facts 
which demonstrate insufficiency of only statistical 

description of climate dynamics in order to provide 
the homogeniety of the analysed states [1, 2, 6, 8].  

One of the most promising ways towards 
advanced descriptions of climate dynamics is 
connected with attracting conceptions of the 
bifurcation analysis [5, 6, 9], which remains the 
unique tool to identify reasonably qualitative 
changes connected with a change of a type of a 
dynamical process: from one periodical process to 
another one; from a periodical process to a chaotic 
one; and so on. However, the main trouble to 
introduce computational analytics based on the 
bifurcation analysis into practical applications 
remains connected with too great part of expert 
intelligence while decision-making [10, 11, 12]. 
Especially, it occurs in the case of complex 
nonlinear phenomena, for example, intermittency 
phenomena [13]. Additionally, it is necessary to take 
into account that incomplete and inexact data on 
climate variables form one of the most actual 
challenges in the present-day climatology [7, 9]. 
That is why non-adapted bifurcation analysis seems 
to be quite hardly applied [6, 9]. 

So, the third notion connected with qualitative 
changes in local climate dynamics seems to be the  
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most appropriate in this context. Initially, the notion 
of a change-point was rather empirical and was 
based on the following considerations [5, 14]: a 
climate system represents a nonlinear object; so, it is 
supposed that appearance of a strangeness should be 
somehow connected with a significant change in 
dynamics (conceivably, it could be connected with a 
bifurcation). In particular, any idea concerning a 
change-point for nonlinear system dynamics has 
originally an expert constituent, which allows to 
adapt the known method for a novel ability in 
application to a specific task only [13, 15, 16]. In 
other words, it seems to a a non-trivial question on 
how conceptions of the bifurcation analysis could be 
transformed by expert intelligence into some 
adapted indicators of nonlinear evolution in order to 
realize computationally decision-making on a certain 
point at least. In particular, here we focus on both 
local and regional reasons of the resultant local 
temperature changes, where bifurcation phenomena 
form one of the mechanisms.  

The conceptual model of a hysteresis regulator 
with double synchronization (HDS-regulator) is used 
to describe peculiarities of annual temperature 
variation in order to provide different aspects of 
homogeniety of the analysed states [6, 9, 17, 18]. 
Brief comments concerning peculiarities of this 
model in compartison with the existing ones are 
presented in section 2. Then, three specialized 
indicators on change-points are introduced together 
with the mechanizms of local temperature changes 
(section 3). Then, we discuss the novel method on 
how to apply these indicators in order to exhibit 
interrelation over time between local and regional 
effects leading to temperature changes (section 4). 
Main results and future outlook are presented in 
section 5. The results are based on processing the 
open-access data of the meteorological observation 
on daily mean surface air temperature over last 100-
130 years provided by Russian Research Institute of 
Hydrometeorological Information - World Data 
Center (www.meteo.ru). 

 

2. UNI- AND MULTI-BEHAVIOR MODELS 
OF LOCAL TEMPERATURE DYNAMICS 

At present, there are three conceptually different 
viewpoints on description of annual temperature 
variation. Let us explain briefly the essence of this 
difference. In this connection it is necessary to pay 
attention on the following fact [1, 3, 4, 18, 19]: 
variability of both duration and beginning date 
observed in dynamics of annual temperature cycles 
in relation to an year from 1st January to the next 
one. For example, several typical cases are 
illustrated in Fig. 1a. The first viewpoint represents 
an “external” description of the realized annual 

cycles that is grounded on the following hypothesis: 
the observed variability can be described by one 
averaged annual behavior with deviations from 
mean values caused by chaotic nature. Units of such 
averaged behavior are made by regular 
fragmentation of the temperature time series from 
one 1st January to the next one (dotted vertical lines 
in Fig. 1a), and deviations are statistically 
determined. In other words, it is a uni-behavior 
model of a local climate system, where such 
behavior is denoted by the notion of “annual 
temperature variation” (hereafter ATV-unit, 
Fig. 1a,b). The model remains the basic one in order 
to determine climate norms, to analyze climate 
changes and to assess climate risks [7, 20, 21, 22]. 

However, there are too much abnormalities in 
relation to which it was shown that such direct 
statistical description can be incorrect and 
incomplete [1, 2, 17, 18]. In this connection, the 
second viewpoint develops the “external” 
description in order to try to cover the observed 
variability and/or to determine some cause-effect 
relations by means of advanced statistical processing 
[3, 4], by means of specialized embedded structures 
[19], and so on. Nevertheless, regularities, on why 
and how the observed abnormal temperature 
variability is formed, were not revealed from the 
“external” description till now. We believe that the 
main problem is connected with heterogeneity of the 
analyzed annual cycles, to which the statistical 
hypothesis can not be originally applied [6, 9]. Then 
the following question appears: how to reason 
clustering these cycles into homogeneous groups? In 
this connection we proposed to attract the 
bifurcation analysis [17]. As a result, the third 
viewpoint appears to discuss [6, 9], where “internal” 
description, on why and how the abnormal 
variability occurs, is developed from the inherent 
peculiarities of HDS-regulator dynamics.  

The corresponding hypothesis on local climate 
dynamics (HDS-hypothesis) assumes that each year 
a local climate system can follow one of three 
elemental behaviors; and alternations between these 
behaviors form a unique pattern of this local system 
dynamics evolution over time. In other words, it is a 
multi-behavior model of a local climate system. The 
elemental behaviors were denoted by R-, L- and C-
behaviors due to right, left and central locations of 
the temperature maximums correspondingly 
(Fig. 1c). These geometrical peculiarities are 
naturally formed in accordance with the control 
algorithm on the basis of the competition between 
the level and time quantizations [6, 17, 18]. As a 
result, units of the multi-behavior model are made 
by irregular fragmentation of temperature time series 
from one minimum to the next one (Fig. 1a,b). Such 
time series fragment includes full warming stage and 
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full cooling stage that was denoted in [17, 18] as 
annual warming-cooling cycle (AWCC-unit).  

 

Fig. 1 – A part of temperature observations to 
show regular and irregular interannual 

fragmentations (a); treatments of ATV-unit and 
AWCC-unit (b); scheme to illustrate HDS-regulator 

dynamics (c) 

 
Alternations between R-, L- and C-behaviors (i.e. 

intermittency) are caused by border collision 

bifurcations, where, mostly, the following long 
lasting combinations were identified in dynamics of 
real climate systems [6, 17]: LC-intermittency, RC-
intermittency, and RLC-intermittency. 

So, on the one hand, C-behavior seems to be look 
like annual temperature variation; and C-behavior is 
dominant in local climate dynamics. It explains why 
the uni-behavior model remains till now the most 
widespread and convenient for the habitual thinking. 
On the other hand, the multi-behavior model allows 
to explain in coordination many observed 
abnormalities [9, 17] as opposed to the uni-behavior 
model; however, it supposes novel notions  and 
processes which were not earlier  considered. In 
particular, in the case of ATV-units, time 
coordinates are fixed and adjusted, and any built-in 
regulator is absent. Mainly, average annual 
temperature (Tmean, Fig. 1b) is analyzed; less often, 
temperature extremes are taken into account with 
monthly resolution. In the case of AWCC-units, time 
coordinates are unfixed and should be identified; and 
the built-in regulator accompanies the model. And 
essentially more characteristics are always analyzed 
with daily resolution, namely (Fig. 1b): average 
temperature (tmean); time and temperature 
coordinates of the both extremes; amplitude and 
relative duration of warming stage (k, Fig. 1c), and 
so on. Moreover, novel notions connected with the 
built-in regulator are additionally taken into account: 
a local temperature reference (Tref) and a local 
temperature hysteresis (H, Fig. 1c).  

 
3. INDICATORS FOR TEMPERATURE 

CHANGES 

Strictly speaking, none of ATV-unit 
characteristics corresponds to none of AWCC-unit 
characteristics: Tmean- and tmean-values are 
approximately the same; the rest characteristics 
either can be essentially different due to different 
scales used to calculate its values or can not be even 
compared in sense. That is why any idea associated 
with processing AWCC-units supposes the necessity 
to formalize expert analytics on a novel subject by 
the corresponding method, and to assess whether 
there are advantages of this method in comparison 
with the traditional processing ATV-units. In 
particular, let us focus on the AWCC-unit 
characteristics which describe reasons leading to 
changes of the average annual temperature.  

First, any local climate system can choice one of 
three kinds of behaviors each year (Fig. 2a), where 
L-behavior is comparatively “warm”, R-behavior is 
comparatively “cool”, and C-behavior is 
comparatively neutral (warmer than R-behavior and 
colder than L-behavior). The notion of 
“comparatively” means that variation of the average 
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temperature (tmean-variation, Fig. 2a) can be 
realized in the context of the fixed local H-limit and 
Tref-level. So, the first reason, in accordance to 
which changes of average annual temperature could 
be naturally realized, is connected with bifurcation 
phenomena (namely, intermittency). Such changes 
relate only to local climate peculiarities, i.e. can be 
realized without regional or global climate changes. 
Since k (Fig. 1c) is the main bifurcation parameter 
[6, 17], then evolution of k-values shows in what 
extent the state of a certain local climate system is 
stabilized. So, let dk is a difference between the 
running and previous k-values. Then the smaller dk-
values are, the smaller changes of average annual 
temperature are. For example, dk-evolution 
determined by processing the surface air temperature 
observations made in St-Petersburg is presented in 
Fig. 2b. 

 

 
 

Fig. 2 – Scheme to explain a mechanism of local 
temperature evolution described by dk-indicator (a); 

results of dk-analysis made by processing the 
temperature observations. 

 
Second, in accordance with the HDS-hypothesis, 

temperature changes can be naturally realized with 
changes of the temperature hysteresis (H) only, 
when the rest circumstances are not changed. In this 
case, physical essence of H-evolution is associated 
with a component of relative regional solar radiation 
[23]. For example, let a local climate system is 
characterized by the warmest state within its own 
local context (i.e. it is L-behavior about up 

temperature level, Fig. 3a). However, the bigger   
change in H-value becomes, the bigger change in the 
average annual temperature becomes without 
bifurcation phenomena. In particular, decrease of the 
running tmean-value can be realized with the 
potentially warmest states in the context of own 
resources of the same local climate system (Fig. 3a, 
upper part, before and after H-decrease). And vice 
versa, increase of the running tmean-value can be 
realized with the potentially coldest states (Fig. 3a, 
low part, before and after H-decrease). In particular, 
H-evolution determined for St-Petersburg is 
presented in Fig. 3b.  

 
 

Fig. 3 – Scheme to explain a mechanism of local 
temperature evolution described by H-indicator (a); 

results of H-analysis made by processing the 
temperature observations. 

 
Third, in accordance with the HDS-hypothesis, 

temperature changes can be naturally realized with 
changes of the temperature reference (Tref) only, 
when the rest circumstances are not changed. In this 
case Tref is associated with a component of relative 
regional temperature peculiarities between 
comparatively warm and comparatively cold quasi-
homogeneous climate regions [22, 23]. For example, 
let a local climate system is characterized by the 
coldest state within its own local context (i.e. it is R-
behavior about the low temperature level, Fig. 4a). 
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However, the higher Tref-value is, the bigger 
increase in the average annual temperature becomes 
in spite of the potentially coldest states from the own 
resources of this local climate system. And vice 
versa, the lower Tref-value is, the bigger decrease in 
the average annual temperature becomes in spite of 
the potentially warmest states from the own 
resources of this local climate system. In particular, 
Tref-evolution determined for St-Petersburg is 
presented in Fig. 4b.  

 

 
 

Fig. 4 – Scheme to explain a mechanism of local 
temperature evolution described by Tref-indicator (a); 

results of Tref-analysis made by processing the 
temperature observations. 

 
4. METHOD OF CHANGE-POINTS  

Increase in annual average temperature (first of 
all, in global scale) remains the leading 
characteristic to show the result of climate changes 
[7, 20, 21, 22]. With this purpose local changes are 
generalized to the regional one, and, after, regional 
changes are generalized to the global one. The main 
feature of the discussed viewpoint consists in the 
following: in accordance with the dynamics of the 
HDS-regulator it is possible to separate quite 
definitely local and regional reasons which lead to 
the resultant temperature changes. With this purpose 
each of these reasons is described by the 
corresponding indicator (Figs. 2a, 3a, 4a), evolution 
of which can be visualized (Figs. 2b, 3b, 4b) in order 
to identify change points at least. 

 
Fig. 5 – Simple trend estimating in relation to the 

climate norm of 1961-1990 years (a); average decadal 
smoothing (b); piece-wise trends between the change 

points (c) combined with the average decadal 
smoothing. 

 

So, the idea of the proposed method consists in 
the following: each indicator translates one or 
several change points in dynamics of local climate 
system separately; next, all translated change points 
are jointed; then, the carrier states through which a 
local climate system passed can be visualized by 
trends between these change-points. In other words, 
the method is intended for formalized identification 
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of change points in order to analyze dominant trends 
in local and regional temperature dynamics. 

Let us consider two examples of such analytics. 
Let us compare trend analysis of average annual 
temperature (denoted by small circles) made by 
traditional (Fig. 5a,b) and the proposed (Fig. 5c) 
ways. In the first case, two variants are used [7, 22]: 
linear trend over the whole considered period 
(Fig. 5a, bold black line) in relation to the climate 
norm over 1961-1990 years (Fig. 5a, dotted black 
line); decadal averaging synchronized with 
beginnings and ends of centenary decades (Fig. 5b, 
bold horizontal black lines). In the second case we 
joint the change-points determined for three 
indicators. For example, this combination can be 
presented against the background of Tref-evolution 
(Fig. 5c). Then, we build linear trends between the 
identified change-points (Fig. 5c, bold horizontal 
black lines). These trends are quite cloze to decadal 
smoothing beyond the range of change-points 
(denoted by gray horizontal black lines in Fig. 5c), 
and, additionally, these trends allow to exhibit 
breaks, each of which is caused by the change of one 
or several mechanisms of local temperature 
evolution (Figs. 2a, 2b, 2c). Let us comment it. 

Till now, we consider visualization of 
temperature changes in own scales of each of the 
analyzed indicator.  Let us combine H-, Tref-
evolution (Fig. 6a), then resultant dynamics needs in 
zoom-in (zoom-in fragments in Fig. 6a) in order to 
be visualized similar to the schemes 
(Figs. 2b, 3b, 4b). Namely, there are two transients, 
where the first one is completed (Fig. 6a, transient 
from state 1 to state 2); the second one continues 
(Fig. 6a, transient from state 2 to state 3). During the 
first transient H- decrease dominates (in accordance 
with the mechanism described in Fig. 3a), as a result 
of which Tref-value returns to practically the same 
one, and the local bifurcation activity achieves its 
maximal LC-level (Fig. 6b). During the second 
transient Tref-increase dominates (in accordance 
with the mechanism described in Fig. 4a), as a result 
of which H-value is stabilized, and the local 
bifurcation activity decreases monotonously 
(Fig. 6c). As a rule, several mechanisms effect 
jointly on local climate dynamics; sometimes, one of 
the mechanisms can be accepted as dominant one (as 
it is illustrated in Fig. 6b,c); nevertheless, change-
points can be identified independently for each of 
the indicators.   

So, the presented method of change-points 
provides the possibility to divide reasonably a time 
series of temperature observations with a complex 
profile (for example, time series of the average 
annual temperature in Fig. 5a) into sections, within 
which evolutional transients can be encapsulated. 
Such division is reasoned by peculiarities of HDS-

dynamics similar to the specialized bifurcation 
analysis [6, 9, 17]; but, unlike the bifurcation 
analysis, such division can be fully formalized 
(without stages of expert decision-making).  

 

 
Fig. 6 –Reconstructed combination of H-, Tref-

evolution (a); comments to transients with dominant 
H-decrease (b) and dominant Tref-increase (c). 

 
5. CONCLUSION 

The discussed method of analysis of time series 
of local temperature observations belongs to the 
groups of methods grounded on the conceptual 
model of local climate dynamics, where the 
observed abnormalities of annual temperature 
variability are excused by intermittency between 
three kinds of annual behavior [6, 9, 17, 18]. Such 
methods are focused on the bifurcation analysis and 
detailed reconstruction of local climate dynamics; 
here we focus on both local and regional reasons of 
the resultant local temperature changes, where 
bifurcation phenomena form only one of the 
mechanisms. In particular, indicators of three 
mechanisms are established, in accordance to which 
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the change-points can be identified in the context of 
time series with a complex profile. These change-
points seem to be useful in application to different 
trend estimations, and such application is restricted 
by the physical sense of the proposed indicators in 
the context of the HDS-hypothesis on local climate 
dynamics. At the same time, there is a peculiarity of 
the method which could be interesting in future 
research, namely: an ability to derive some 
constituent of regional (external) impacts on a local 
climate system by processing its (local) temperature 
time series opens a promising way to avoid the 
deficiency of data on regional dynamics. In other 
words, it opens a way how to get additional useful 
information by processing the data which are 
incomplete and irreparable.  
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