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Abstract: In the paper is proposed a procedure based on the particle swarm optimization algorithm for parameters 
estimation of sinewave signals as: amplitude, phase, frequency and offset. Differently from the classical method used to 
solve this problem (the sine-fitting algorithms), the proposed procedure considers the estimation problem as an 
optimization one. In fact, the particle swarm algorithm tends to global solution instead of a local solution. The proposed 
procedure preliminarily estimates the raw value of the parameters under investigation by a time analysis of the input 
signal. Successively, these values are used by the particle swarm algorithm for the final estimation result. The tests of 
the proposed procedure determine the most effective cost function for the algorithm and confirm that the achievable 
performances are in according with the sine fitting algorithm. Moreover, the execution time for the proposed procedure 
is lower than the sine fitting, making it an interesting alternative. Copyright © Research Institute for Intelligent 
Computer Systems, 2017. All rights reserved. 
 
Keywords: Particle swarm application, sine fitting, optimization technique. 

 
 

1. INTRODUCTION 

The estimation of sinusoidal signal parameters as 
amplitude, phase, frequency and offset, is a crucial 
problem in several application fields [1]–[3]. The 
main solution proposed in literature are based on the 
sine fitting algorithms [4]–[8], multi-sine fitting 
algorithm that is its multi harmonic evolution, [9]–
[11], and Discrete Fourier Transform (DFT) 
[12].The first two solutions have the problems that 
their accuracy depends on the number of samples 
and signal period analyzed. Moreover, they require 
to accurately preliminary evaluate the frequency of 
the signal, in order to not converge to a local 
minimum of the solution or to diverge. Instead, the 
DFT requires to analyze a finite number of the signal 
period, in order to provide a result not affected by 
spectral leakage. Moreover, its frequency resolution 
depends on the ratio between the sampling 
frequency and the number of samples analyzed. 

In the paper is analyzed the problem of the 
estimation of the sinusoidal signal parameters as an 
optimization problem and it is solved by using the 
Particle Swarm optimization Algorithm (PSA). The 
PSA is an heuristic algorithm [13], [14], developed 
by the natural observation of the swarm or insect 
colonies [15]. Each agent or particle of the swarm 
works without a central control but adjust its 
behavior versus the perception of the other agents in 
its neighborhood. In this way, moving in the solution 
space of a problem, the PSA searches the global 

optimum of an objective function. By considering 
the solution space constituted by the unknown 
parameters of the sinusoidal signal and as objective 
function the best fit parameters for the acquired 
samples the PSA can be used instead the sine fitting 
algorithms. Numerical tests are executed to 
determine the accuracy in the parameters estimation 
of the PSA in different scenarios. Moreover, it is 
introduced a procedure to set the PSA parameters to 
reduce the execution time and increase the result 
accuracy. The achieved accuracy is compared with 
the sine fitting algorithm one that is the golden 
standard for this estimation. 

The paper is organized as follows: preliminary 
the basis of the particle swarm algorithm is 
introduced for sake of completeness. Successively, 
the procedure based on PSA to solve the parameters 
estimation problem is described. Following, the 
proposed procedure is characterized in order to 
verify the influence of different operating conditions 
on the estimation results. Moreover, the results 
achieved are compared with the sine fitting 
algorithm results. Finally, the conclusions are drawn. 

 
2. BASIS OF PARTICLE SWARM 

ALGORITHM 

The PSA is a heuristic methodology developed to 
search the solution of an objective optimization 
problem [15]–[20]. It is based on a population of 
agents or particles that sharing information. Each 

 

computing@computingonline.net 
www.computingonline.net 

Print ISSN 1727-6209 
On-line ISSN 2312-5381 

International  Journal  of  Computing 

 



Pierfrancesco Raimondo / International Journal of Computing, 16(4) 2017, 203-209 

 

 204

particle, in a specific time instant, is characterized 
by a position in the space solution. In order to 
converge versus the best solution, the position of the 
particles is iteratively updated, and moved from the 
previous position with a velocity vector obtained as 
a combination of the results of the other particles. 
Then in each iteration, the particles can change the 
search direction converging to the optimal solution 
of the problem. The convergence criteria are detailed 
in [21]. 

To determine at the iteration i+1 the velocity 
vector Vi+1 and position Xi+1 of the particle p the 
following equations are used: 

 

   1, , , ,

1, , 1,

* * ()* * ()*1 2V ω V c rand PB X c rand SB X

X X V

i p i i p p i p i p

i p i p i p



 

    

 
 (1) 

 
where c1 and c2 are positive constants that quantify 
the strength of the particle attraction, i is the 
particles inertia, rand() is a function that generates a 
random vector with values within the range (0,1), 
that permits the exploration of the space, PBp is the 
best position for the particle p and SB is the best 
position for the whole swarm. The term in (1) 
related to c1 is called cognitive component because is 
related to the perception of each particle about the 
optimal solution, instead the term related to c2 is 
called social component and represents the 
information exchanged by the swarm agents. 

The inertial is updated in each iteration by 
oscillating in predefined inertia range. 

The complete algorithm of PSA is described in 
Fig. 1. The main steps are: 
1. Initialize the swarm parameters: the algorithm 

sets the maximum number of iteration that can be 
executed, the number of particle composing the 
swarm, set an initial random velocity vector. The 
particles are distributed uniformly in solution 
space. Moreover, are set the bound for the 
solution (in order to limit the solution space) and 
for the inertia coefficients. Once the initialization 
is completed the algorithm evaluate the objective 
function to be minimized for all the particles. PBp 
is set as the current solution for the particle p. 
Instead, SB is set as the best solution among all 
the solution achieved. 

2. Swarm updating: the velocity and the position 
of each particle is update by using the (1). 
Preliminary is checked if the velocity and 
position are bound in the value defined in the 
initialization step. If it is true, it is checked if the 
new position is better than the previous one for 
the objective function. In this case PBp value is 
updated. Once the updating is completed the best 
solution among the solution of the swarm is 
determined and is used to set SB. 

3. Stopping criterion check: the algorithm repeats 
the step 2 until it reaches a stopping criteria 
composed by different checks. In particular, is 

verified if the algorithm has reached the imposed 
maximum iteration or the best results for the 
objective function has no change for a pre-
established number of times TMax.  

 

 

Fig. 1 – Computation flowchart of Particle Swarm 
Algorithm. 
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3. PROCEDURE FOR THE SINUSOIDAL 
SIGNAL PARAMETERS ESTIMATION 

BASE ON PSA 

The model of the signal y(t) considered is the 
following: 

 

 ( ) sin ( )y t S t C n t       (2) 

 
where S, C and  are the unknown amplitude, offset 
and phase of the sinusoidal signal, respectively, 
=2f is the unknown angular frequency, with f the 
signal frequency and n(t) is noise superimposed to 
the signal. The unknown parameters are the position 
X of the swarm particles: 
 

 , , ,X S C     (3) 

 
In order to apply the PSO is necessary to 

preliminary define the bound of the solution space 
for X in which the objective function will be 
minimized. For this reason, the proposed procedure 
is divided in two successive steps. In the preliminary 
step the bound of the solution space is determined by 
the time analysis of the input signal. Successively, in 
the second step the PSA is applied to the input signal 
in the determined solution space to obtain the 
minimization of the objective function. 

 
3.1. PARTICLE BOUND AND OBJECTIVE 
FUNCTION SELECTION 

In order to restrict the solution space for X a 
preliminary procedure is proposed. The procedure 

analyses the positive 1 2, ,..., Mpk pk pk pk        and 

negative 1 2, ,..., Mpk pk pk pk        peaks of the 

acquired signal. In fact, as can be seen in Fig. 2, the 
bound for S is selected as the half of the mean value 
of the difference between pk   and pk   ± three 

times of the standard deviation of the difference. The 
bound of the space solution for C is set as the mean 
value of the sum of pk   and pk   ± three times of 

the standard deviation of the sum. The bound for the 
frequency is determined by the peaks distance. In 
fact, each peak corresponds to the beginning of a 
period then the inverse of the time distance between 
a peak and the successive one can be used as 
frequency estimation. The bound for  is set as the 
mean value ± three times of the standard deviation 
of the inverse of the time distance between the 
peaks. Finally, to provide a raw estimation of the 
phase is considered the time interval t between the 
beginning of the acquisition and the first peak, and 
the raw value of the frequency. With these two 
parameters, the raw value of  can be estimated as: 

2
t


      (4) 

 
In this case the bound is set as the 10% of the 

estimated t.  
 

 

Fig. 2 – PSA preliminary evaluation of swarm position 
exemplification.  

 
In order to select the objective function several 

options are compared, considering as criterion for 
choosing the error in frequency estimation.  

The objective function considered are: 
1. Integral of the error: 
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2. Integral of the absolute error: 
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3. Integral of the square error: 
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where N is the number of samples and y’ is the 
signal reconstructed with the parameters of the 
particle.  

Fig. 3 shows the mean error in the frequency 
estimation for the three objective functions versus 
the number of samples processed. The test is 
repeated 100 times for each value of number of 
samples and the signal is generated with white 
Gaussian noise superimposed. The Signal to Noise 
Ratio is equal to 30 dB. The figure shows as fit1 has 
an error higher then both the other objective 
functions. Instead, fit2 and fit3 has about the same 
error, but fit2 requires lower number of operation to 
be evaluated then is chosen as objective function. 
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3.2 EXECUTION TIME 

In order to evaluate the computational 
complexity versus the number of processed samples, 
the normalized execution time is taken into 
consideration. The normalized execution time is a 
performance index not influenced by the specific 
hardware and it is defined as the ratio of the 
execution time of each test to the highest processing 
time of the complete procedure [22]. In order to 
demonstrate the advantages of the proposed method 
the normalized execution time is compared with the 
same index obtained by using the 4-parameter sine 
fitting. The method and the convergence criteria for 
the 4-parameter sine fitting are described in [23].  

In the tests are considered a sinusoidal signal 
with frequency 49.7 Hz, amplitude 1 V, offset 0.1 V, 
random phase and with a superimposed noise. The 
signal to noise ratio in the tests are imposed equal to 
50 dB. For each number of processed samples tested 
100 evaluations are repeated and the mean value of 
the execution time is considered.  

Fig. 4 shows the result of the test. The figure 
shows as both the method increasing the normalized 
execution time with the number of samples, but the 
sine fitting algorithm is a magnitude of order higher 
than the PSA result. 

 

 

Fig. 3 – Objective functions comparison in the 
frequency estimation for noisy signal.  

 

 

Fig. 4 – Comparison of the normalized execution time 
for the signal parameters estimation by the proposed 

PSO and the 4-parameters sine fitting algorithm.  

4. NUMERICAL TESTS 

The procedure is implemented in Matlab 
environment and numerical tests are executed to (i) 
verify the correctness of the procedure and its 
accuracy comparing the results with the 4-
parameters sine fitting algorithm that is the golden 
standard for this kind of analysis and (ii) determine 
the influence of sampling frequency and noise on the 
accuracy. The test signal considered is a sinusoidal 
waveform, with amplitude equal to 1 V, frequency 
49.7 Hz, random phase and offset 0.1 V. Moreover, 
in the test white Gaussian noise is superimposed on 
the signal. The Signal to noise ratio imposed is 50 
dB. The sampling frequency used to simulate the 
signal is equal to 1 kHz. The swarm is set to have a 
size of 20 particles and the inertia range is [0.1 
0.83]. 

Fig. 5 shows the mean error of 2000 tests in the 
estimated parameters by the proposed method based 
on PSA and the 4-parameters sine fitting algorithm 
versus the number of samples processed. The 
number of samples considered are included in the 
range [1.0, 5.5] 104 samples. The figure shows as the 
results for both the methods are comparable, in fact, 
the error has the same order of magnitude. 
Moreover, the test demonstrate as the estimation 
error decreases with the increasing of the number of 
samples that, by considering the execution time of 
Fig. 4 emphasize the advantage of the PSA method. 
In particular, for the sine fitting algorithm the 
amplitude estimation error decreases from 4.0 10-5 V 
to 0.8 10-5 V. Instead, for the PSA the is included in 
the range [4.0, 0.7] 10-5 V. The error estimation for 
the frequency, offset and phase is strongly 
influenced by the number of samples for both the 
method. The error for the frequency estimation 
decreases from 4.4 10-6 Hz to 0.4 10-6 Hz for the sine 
fitting, and from 4.9 10-6 Hz to 0.2 10-6 Hz for the 
PSA. The error in the offset estimation decreases 
from 2.5 10-5 V to 0.6 10-5 V and from 2.9 10-5 V to 
0.4 10-5 V. Finally, the phase estimation error 
decreases from 1.3 10-4 rad to 0.3 10-4 rad for the 
sine fitting and from 1.4 10-4 rad to 0.2 10-4 rad for 
the PSA.  

In Fig. 6 is shown the standard deviation of the 
error in the frequency estimation versus the number 
of samples. The figure shows as the standard 
deviation for both the method is comparable and for 
a number of samples higher than 20 k Samples the 
PSA shows an standard deviation lower than the sine 
fitting. The standard deviation of the error in the 
amplitude estimation is included in the range [2.3, 
0.5] 10-5 V for the sine fitting and [1.4, 0.5] 10-5 V 
for the PSA. Instead, the standard deviation of the 
error in the phase estimation is included in the range 
[2.8, 1.0] 10-5 rad for the sine fitting algorithm and 
[2.5, 0.9] 10-5 rad for the PSA. Finally, the standard 
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deviation of the error in the offset estimation is 
included in the range [5.5, 1.1] 10-6 V for the sine 
fitting and [6.0, 0.8] 10-56 V for the PSA. 

Fig. 7 shows the mean error, for 200 tests, in the 
evaluation of the sinusoidal signal parameters versus 
the sampling frequency for the proposed method and 
the sine fitting algorithm. In the test, the number of 
samples analyzed is constant and equal to 10 k 
samples and white Gaussian noise is superimposed 
to the signal with SNR equal to 50 dB. Also in this 
case the error in the evaluation has the same order of 
magnitude for both the methods. 

 

a) 

b) 

c) 

d) 

Fig. 5 – Mean error in the evaluation of a) amplitude, 
b) frequency, c) offset and d) phase for the proposed 
method and the 4-parameters sine fitting algorithm 

versus the number of samples analysed.  

 

Fig. 6 – standard deviation of the error in the 
evaluation of the frequency for the proposed method 

and the 4-parameters sine fitting algorithm versus the 
number of samples analysed.  

a) 

b) 

c) 

d) 

Fig. 7 – Mean error in the evaluation of a) amplitude, 
b) frequency, c) offset and d) phase for the proposed 
method and the 4-parameters sine fitting algorithm 

versus the sampling frequency.  
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5. CONCLUSION 

In the paper, an innovative method for the 
sinewave signal parameters estimation is proposed. 
The method considers the parameters estimation as 
an optimization problem that is solved by using the 
Particle Swarm Algorithm.  

Numerical tests show as the performance of the 
PSA are influenced by the objective function to be 
optimized by the algorithm. Moreover, the 
comparison of the test by considering the variation 
of number of samples processed and of the sampling 
frequency demonstrates as the parameters estimation 
error has the same order of magnitude of the sine 
fitting algorithm, that is the golden standard for this 
estimation.  

The comparison of the execution for both the 
algorithm permits to assert that the Particle Swarm 
Algorithm can be considered an interesting 
technique for this problem solution in the case of 
reduced time response requirements. 
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