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USE OF FACIAL EMOTION RECOGNITION IN E-LEARNING SYSTEMS

Abstract. Since the personal computer usage and internet bandwidth are increasing, e-learning
systems are also widely spreading. Although e-learning has some advantages in terms of
information accessibility, time and place flexibility compared to the formal learning, it does not
provide enough face-to-face interactivity between an educator and learners. In this study, we are
proposing a hybrid information system, which is combining computer vision and machine learning
technologies for visual and interactive e-learning systems. The proposed information system
detects emotional states of the learners and gives feedback to an educator about their instant and
weighted emotional states based on facial expressions. In this way, the educator will be aware of
the general emotional state of the virtual classroom and the system will create a formal learning-
like interactive environment. Herein, several classification algorithms were applied to learn instant
emotional state and the best accuracy rates were obtained using kNN and SVM algorithms.

Keywords: e-learning, facial emotion recognition, computer vision, machine learning, virtual
classroom.

1. INTRODUCTION

The word e-learning was pronounced at the CBT Systems seminar in 1999 firstly. E-
learning is called "blended learning" that picks all educational and technical items and brings
them together in a rich and interactive environment [1]. As soon as the idea of e-learning was
explained, expectations of converting the formal education to e-learning are increased.
However, in the early 2000s, web technologies could not meet these high expectations in the
sense of the e-learning system and course materials (Figure 1) [2]. Here, the preparation phase
of the educational documents was an important problem, because it was a time consuming
and expensive process. The contents of the e-learning course were not impressive and
beneficial enough for keeping the students in the virtual environment for a long time [3]. In
the last fifteen years, e-learning activities and web-based training documents have been
getting common around the world with the increase of personal computers and the Internet
usage.
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Figure 1. E-learning hype curve [4]

E-learning enables to access educational materials easily at any time and from
anywhere. In addition, with the personalized learning technologies, the productivity in
education towards the student groups in the heterogeneous structure is also increasing. Today,
e-learning is not limited to computer-aided systems. It is also accessible from mobile devices.
[5]. Thus, students can take virtual courses whether from their personal computer or mobile
devices, at home or in a cafe. These elasticities allow the student to feel comfortable. This
situation has led to increasing efficiency and facilitating the learning process.

Recent researches show that emotional states and motivation of students directly or
indirectly influence the learning process [6]. Isen [7] argues that a positive mood not only
makes us feel good, but it also leads to more accurate decision-making, greater creativity, and
flexibility toward problem-solving. According to Isen, the human brain is not completely
cognitive information. The human brain is evaluated as a system that integrates emotional and
cognitive functions inseparably. Individuals need to be physically, mentally, emotionally and
socially ready to be able to comprehend the information easily [8]. Feidakis [9] has presented
areview of emotional awareness in the context of e-learning.

The problem statement. One of the biggest problems of e-learning systems is to
maintain the motivation of the students in the virtual classrooms. This situation is easier in
formal classrooms because the educator is in face-to-face contact with the students in the
same environment [10]. In this aspect, it is much easier to observe their emotional states and
motivations.

Analysis of recent studies and publications. Several face recognition studies have
been utilized to evaluate the emotional state of participants in e-learning environments.
Ashwin et al. [11] proposed multi-user face detection based e-learning system using SVM
with different data sets (LFW, FDDB, and YFD). Al-Alwani et al. [12] performed mood
extraction using a neural network, which classifies facial expressions according to facial
features in order to improve students' learning tendencies in e-learning systems. Krithika et al.
[13] developed a SERS using the local binary pattern (LBP) for facial recognition and
detection. It finds exciting, disturbing and moving patterns and reveals meaningful
information to understand the mood of the student studying in an e-learning environment.
Recently, real-time emotion recognition studies have been encountered in e-learning. For
instance, Magdin et al. [14] have designed software, which evaluates the emotional state of
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the user using a webcam. The system works in real time using neural networks. An overall
accuracy of their software based on the requested emotions and the recognized emotions is
78%. As an adaptive e-learning study that appeals to a different student population, an
emotion recognition system was proposed for students with high-functioning autism [15].

The purpose of the study is to develop a new Facial Emotion Recognition System
(FERS), which recognize the emotional states and motivation levels of students in video-
conference type e-learning systems. In order to create a more interactive educational
environment, this system transfers the emotional states of the students to the educator
instantaneously. Our study is supportive of the studies that make possible to observe the
motivation level of both the individual and the virtual classroom in the e-learning systems.

2. PROPOSED SYSTEM ARCHITECTURE

In this section, the hardware infrastructure and the software development stages of the
proposed system are described.

2.1. Hardware infrastructure

This work is suitable for e-learning applications through video-conference. For this
reason, experimental work has been carried out through the Skype program. Once the virtual
classroom in the Skype program is launched, the screenshots of the educator’s computer
involving frontal face images of participants are recorded in “.png” or “jpg” format
instantaneously. Each recorded image is read instantly and the image processing process
begins. In this process, GPU is important in terms of the proposed system performance [16].
We used a computer with Nvidia GeForce GTX 860M graphics card. The proposed FERS
was developed on Python platform. Python has various powerful software packages for both
image processing (OpenCV, dlib, etc.) and machine learning (scikit-learn, numpy, pandas,
etc.) processes.

2.2. Software development stages

2.2.1. Face Detection
Face detection is the first step in the FERS. Face detection can be realized on images
and on real time video. The Viola-Jones algorithm [17] is preferred in facial detection in
terms of real-time operation and fast detection. There are six categorized emotions
(Happiness, Fear, Sadness, Anger, Surprise, and Disgust) that are universally accepted in FER
[18].

2.2.2. Obtaining the Facial Landmarks and Attributes
Humans’ faces give an idea about their emotional state. As the emotional moods
change, there will also be changes in the sections of the face. The edges of these sections are
determined and followed by facial landmarks. In this study, a facial landmarks detection
algorithm proposed by Sagonas et al. [19] was used. Sagonas performed this algorithm on
different face data sets [20] — [23] and aimed to obtain a standard in determining facial
landmarks.
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Figure 2. Displaying facial landmarks on multi-participants’ faces in Skype video conference

This algorithm yields 68 facial landmarks on the detected face indicating the edges of
sections of the face (Figure 2). In this study, the new distinctive attributes obtained using
these facial landmarks (Figure 3).

The ratio of face width to mouth width d1l/d2 al
The ratio of mouth width to mouth openness d2/d3 a2
The ratio of eye width to eye openness d4/ds a3

The ratio of eyebrow length to distance between

two eyebrows a0 i
The ratio of eyebrow length to distance between d6/ds a5
eye and eyebrow

The ratio of the length of the nose to the distance do/d10 o
between the nose and the upper lip

The ratio of the distance between the extreme d11/do a7
points of the eyebrows to the length of the nose

The ratio of distance between two irises to mouth d12/d? a8

width

Figure 3. Distinctive attributes extracted from facial expressions

2.2.3. Training Data Set
The training data set has been described in detail in our previous study [24]. The data
set has the size of 11680x10 and consists of attributes obtained from the students’ facial
expressions. A section of this data set is given in Figure 4.
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al | a2 | a3 | a4 | a5 | a6 | a7 | a8 | gender (Bt

2,2565]3,1814| 3,4315(1,9529| 2,6196| 2,9567(1,1655| 3,1065 1 Happiness
2,221913,3773| 3,4315( 2,0676| 2,6196| 2,9567| 1,1665| 3,0018 0 Happiness
2,3032]2,4596( 2,9872(1,9702| 2,6798 | 2,208 |1,2244|3,0376 0 Surprise
2,243412,6616| 2,7613 | 2,5880| 1,5455| 1,7676(1,2773| 3,2875 1 Fear
2,219 (2,5633| 2,754 | 2,5903 |1,6172|1,7676| 1,2483 | 3,2867 1 Fear
1,9155|2,1664| 3,2888(3,7272| 1,4998| 24759 (1,0962 | 3,0043 1

1,9576|2,2183| 3,2888(3,2062 | 1,6106| 2,5466(1,1184 | 3,0643 1

2,307914,9497| 5,6874(3,1226| 2,8932 | 3,6409( 1,312 | 2,698 0

2,457 [2,1148| 5,6874| 2,6519 | 2,9019| 3,4933| 1,4337| 2,8067 0
2,433412,9872|5,3413(1,7897| 2,8685| 24703 (1,2279| 3,3539 0

2,571412,1523| 3,4 |[2,3637|2,4434|2,6135|1,4288| 3,2292 0 Meutral
2,526 (2,1926|3,0922|2,3403 | 2,4086| 2,4641|1,4218| 3,2551 0 Neutral
2,2589 3,1786 34315 2,0155 2,6542 2,9995 1,1665 3,1055 0 Happiness

Figure 4. A section of training data set

2.2.4. Emotion Recognition

Each instance in training data set contains nine attributes (Figure 4). Eight of them are
facial attributes and the other attribute is gender information represented numerically as "0"
and "1" for "male" and "female. These instances are used in both training and testing process
of emotional class prediction. The goal of this phase is to predict the emotional class of the
each instance obtained after face detection and feature extraction phases. The prediction
performances have been compared by using four different types of classification methods in
order to determine emotional classes.

Support Vector Machine (SVM) has proven that core-based non-linear classifiers give
good results in practical problems in machine learning and data mining [25]. SVM determines
the boundary surface between the two classes, maximizes the distance between the training
set and the nearest points to the discrimination surface.

The k-nearest neighbor (kNN) classification method is based on the similarity between
the sample to be classified and the samples in the class. Training samples are defined by n-
dimensional numerical qualities. Each sample points to n-dimensional space [26]. In this way,
all training samples are stored in n-dimensional sample space. These k-education examples
are the closest neighbors to the unknown sample A. Proximity is found by calculating
Euclidean Distance as given in equation (1).

| -
D(XY) = ».JE:?:j_(xi —¥;)° (1)

Random Forest (RF) is a classifier made by Breiman and Cutler, consisting of multiple
trees produced from random samples of states or variables. In this method, the tree starts with
a single node that all the data has formed, and if all of the samples belong to the same class,
the node ends up as leaf and the class label is given. If the samples are not included in the
same class, the samples are chosen to best fit the classes [27].

Classification & Regression Trees (CART) algorithm has a structure that forms binary
decision trees by dividing the corresponding cluster into two sub-clusters that are more
homogeneous at each step. The best independent variable is selected using the impurity and
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the variance in the variation measure. Here, the goal is to produce the most homogeneous data
subgroups possible for the target variable [28].

2.2.5. Determining the Motivation Level

In this section, instant and weighted emotional states of students in a virtual class have
been determined. From the beginning of the video conference, the emotional state of the
students transferred to the educator. The emotional state of the majority of the learners
indicates the emotional mood of the virtual class. Herein, some of the six universal emotions
are considered as positive and some of them negative. For instance; happiness and surprise
are considered as positive emotions; sadness, disgust, fear, anger are negative emotions. The
instantaneous emotional states of the students are displayed with different emoji (Figure 5).
The educator is also able to see the general motivation level of the virtual classroom with the
chart of motivation level.

! 4 -

Motivation Level 9

Figure 5. General motivation level of the virtual-classroom

3. THE RESULTS AND DISCUSSION

A two-stage test process was performed to determine the best of the prediction
algorithms given in Section 2.2.4. In the first stage, the entire data set was statically classified.
The results obtained in the first stage are given in Table 1.

Table 1
The classification results of machine learning algorithms
Tested Algorithms Accuracy (%)
KNN 96.38
Random Forest 93.36
CART 89.11
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The accuracy rates were sorted as CART, RF, kNN and SVM algorithms in ascending
order. The reason for the higher performance of SVM and kNN algorithms is that the features
are extracted from the Euclidean distance between two facial points. It is known that KNN
and SVM algorithms are very successful in classifying data sets with such spatial values.

In the second stage, the emotional class of the instances is predicted with algorithms
mentioned at Table 1. The emotional classes are happiness, surprise, sadness, anger, disgust,
fear and neutral. They are enumerated O to 6 respectively. The instances whose actual
emotional classes are already known were randomly selected from entire data set. A total of
1650 instances were predicted separately and the prediction results of the algorithms were
recorded. Figure 6 presents the actual emotional class and prediction of the algorithms.

)
)

@€ ¢ €

Figure 6. Predicted emotional classes of instances

As shown in Figure 6, different prediction results can be obtained when distinct
instances are tested with different algorithms. Prediction accuracy was obtained by calculating
how many pieces of accurate predictions were made for each algorithm. Table 2 gives the
prediction accuracies of these algorithms.

Table 2
The prediction results of the algorithms

kNN RF CART SVM

# of Actual Class/
# of Correctly Classified 1650/1574 | 1650/1534 | 1650/ 1585 1650/ 1621

Accuracy (%) 95.39 92.97 96.06 -

With the SVM algorithm, only 29 of 1650 different data samples were incorrectly
estimated and a high accuracy value of 98.24% was obtained. The SVM algorithm with the
RBF kernel function, which gives the best performance as a result of these two steps, has been
preferred for instant emotion recognition process.
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4. CONCLUSIONS AND PROSPECTS FOR FURTHER RESEARCH

In this study, an FERS was developed that sends emotional states of the students in the
virtual classroom to the educator. This supportive system makes possible to observe the
motivation level of both the individual and the whole virtual classroom in the e-learning
systems. In the experimental phase, SVM was chosen for emotional state classification
because it gave the best prediction accuracy. In conclusion, evaluating the emotion of a
learner in the virtual classroom can help in enhancing the learning experience. Skype is
preferred as a test platform because it is free of charge. Moreover, it allows multi-user video
conferencing. Nevertheless, this work can also be adapted for other video conferencing
software in the future. As the camera becomes standard equipment for personal computers,
the usability of this system increases.
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AnoTtanis. OCKUIbKM BUKOPHCTaHHS IEPCOHAIBHOTO KOMII'IOTEpa Ta IPOIYCKHA 31aTHICTh

IHTEepHETY 3pOCTalOTh, MIMPOKO MOLIMPIOIOTHCS CHCTEMH EJIEKTPOHHOrO HaBuaHHsA. Hesaxarouw
Ha Te, L0 eJEKTPOHHE HaBUaHHS Mae€ IEBHI IepeBaru LioA0 JOCTYIHOCTI iHpopMarii, rHy4KocTi
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Yyacy Ta MICI[sl HOPIBHIHO 3 (OpMAIILHUM HaBYAHHSIM, BOHO HE 3a0e3Meuye JOCTaTHBOI 0COOMCTOT
B3a€EMOJIi MDK BHKJIaZayeM Ta YYHSAMH. Y I[IbOMY JOCHIJPKEHHI MU TNPONOHYEMO TiOpuaHY
iHdpopmariifiHy cucteMy, ska o0O0'€lHyE KOMITIOTEpHE OadeHHs Ta TEXHOJIOTii MAaIIMHHOTO
HABYaHHS JJIsl BI3yaJIbHUX Ta IHTEPAKTHBHHX CHUCTEM EJICKTPOHHOTO HaBYaHHsI. 3alpornoHOBaHA
iH(opMmaIriifHa CUCTeMa BUSBIISIE EMOIIHIUI CTaH YUYHIB i Ja€ 3BOPOTHUH 3B'SI30K BUKIIAAAady MO0
iX eMOIiiTHOTO CTaHy y JaHWH MOMEHT Ha OCHOBI BHpa3iB oOimy4si. TakuM YHMHOM, BUKJIAJad Ma€e
MOJXKJTUBICTh YCBIIOMJIIOBATH 3arajbHU EMOIIIHHUI CTaH BIpTyaJbHOTO KJacy, i cHcTeMa
CTBOpUTH (POpMaIbHE HABYAHHSA, SIK IHTEPAKTHBHE cepeoBHINE. Y 3ampOoTOHOBaHIN cHCTeMi
3aCTOCOBAHO KiJTbKa KiacH(iKaIiHUX aITOPUTMIB JJI1 BUBYCHHS MHUTTEBOTO €MOIIITHOTO CTaHy, a
HaWOUIbIINHA piBEHb TOYHOCTI OyJI0 0CATHYTO 3a fonomororo aaroputmiB kNN ta SVM.

Kiro4oBi c10Ba: eneKTpOHHE HaBUAHHS, PO3IMi3HABAHHS EMOILINA 0cOOU; KOMI'FOTEpHE OadeHHS;
MAaIllMHHE HABYAHHS; BIpTyajbHa KJacHA KiMHATA.
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AHHoTanusi. [lOCKONIBKY HCIOJB30BaHME IEPCOHAIBHOTO KOMIIBIOTEpa M HPOIYCKHAs
CHOCcOOHOCTh MHTEpHETA pacTyT, MIMPOKO PACHPOCTPAHSIOTCS CHCTEMbI AJIEKTPOHHOTO 00YYCHUSL.
HecmoTpst Ha TO, 4YTO O3JIEKTPOHHOE OOYYEHHE HMEET OIPEJCICHHbIE MNPEHMYIIECTBA 10
JIOCTYITHOCTH HMH(pOpMamuu, THOKOCTH BpEeMEHHM W MecTa I0 CpPaBHEHHIO C (OpMajbHBIM
oOydeHreM, OHO He oOecrevynBaeT B [OCTATOYHOW Mepe JMYHOE B3aUMOJICHCTBHE MEXKIY
nperojaBaTteieM M yYeHHMKaMdH. B 3TOM HCCIIeOBaHMM Mbl [peajaraeM THOpUAHYIO
UHQOPMALMOHHYIO CHUCTEMY, KOTOpas OOBCIUHSECT KOMIBIOTCPHOEC BHUICHHUC M TEXHOJOTHH
MAIIMHHOTO OOYYCHHUs IJIsi BU3YadbHBIX W WHTECPAKTHBHBIX CHCTEM 3JCKTPOHHOTO OOYUYCHHUS.
[pemnoxennas nHpOpMaIMOHHas cUcTeMa 00HAPYKUBACT IMOIMOHAIBHOE COCTOSIHUE YUCHUKOB
U JaeT oOpaTHYIO CBsI3b IPEHOJABATEII0 MX dMOLUOHAIBHOTO COCTOSHHS B JaHHBIH MOMEHT Ha
OCHOBC BBIpaXCHUH Juia. TakuM 00pa3oM, IMpernojaBaTellb UMEET BO3MOXXHOCTH OCO3HABATh
o0llee SMOIMOHANIBFHOE COCTOSIHUE BHPTYalbHOrO Kilacca, M CHCTeMa co3AacT (opmaibHOe
oOydeHue, Kak HHTEPAKTUBHYIO cpeny. B mpeanaraemoil cuCTeMe NPUMEHEHO HECKOJIbKO
KJIaCCHU(MKAIIMOHHBIX AITOPUTMOB JUIsl M3YYEHHS MTHOBEHHOTO 3MOIMOHAIBLHOTO COCTOSHHS, a
HauOOJIBIINUN YPOBEHh TOYHOCTH OBLI JOCTUTHYT C IMOMoIbio anroputMoB kNN u SVM.
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