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MODELLING OF FORGETTING CURVES IN EDUCATIONAL E-
ENVIRONMENT

Abstract. Modelling of the didactical process by using educational network needs network
representation of learning and forgetting curves known from the literature. The learning and
forgetting curves are the solution of differential equations. The differential equations can be
represented in the form of a network of connected elements in a similar way to the electrical circuits
and represented in the form of an intuitive schematic. The network can be simulated using a
microsystems simulator. Such an approach enables the easy creation of the macro models and their
analysis. It enables the use of many advanced simulation algorithms. The use of analogy enables
defining the educational environment by defining network variables and giving them meaning
relative to generalized variables. In the paper, examples of representation of forgetting curves as the
above-mentioned network are presented. Parameters of elements were selected in the deterministic
optimisation process. The obtained results were compared with the forgetting curves known from the
literature. The appropriate time constants were identified in the systems and their values were given.
Time constants have their equivalents in the appropriate values in the formulas describing the
forgetting curves. Based on the results, appropriate conclusions were drawn. The work also shows the
concept of a model that uses behavioural modelling and variable parameters of elements depending
on the state and time. The model has been used in practice. The presented approach enables a much
more accurate determination of the parameters of the forgetting curves. The models can be used in the
simulation of the forgetting process. The paper can be interesting for those who deal with modelling
of the didactical process, especially on the e-learning platforms.

Keywords: modelling of forgetting curves; educational analogy; simulation of forgetting curves;
education as microsystem.

1. INTRODUCTION

In the past work, the process of forgetting was described by so-called forgetting curves
[1].Forgetting curves are appropriate equations, whose form and coefficients allow
matchingvalues to measured data obtained during the experiments [2]. The form of
theequationsindicates that they are the solutions of differential equations. Differential equations
describe a dynamic model of the system, in this case, a model of brain activity in the sphere of
learning. The best approach to the problem of modelling is to find a model whichis intuitive.
The presented below educational analogy as well as the educational network commit
theserequirements. The brain activity at the level of neurons is described as the electrical circuit
[3].

The aim of this article is to show how the forgetting curves are modelled as the
educationalnetwork and simulated using the microsystem simulator.

The use of microsystems simulators gives access to advanced simulation and optimisation
techniques and behavioural modelling languages [4, 5], such as EMDL [6, 7], MDL [8], VHDL-
AMS [9], Verilog-AMS [10]. Originally, simulators were developed for simulation of electronic
circuits and then ported to use in other areas. This was possible by defining a generalized
environment and using analogies to transform equations between different environments
(electrical, mechanical). In the research, the Dero [8] simulator was used. In the research, the
Dero [8] simulator was used. The Dero is equipped with Model Description Language
(MDL)[8].
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2. THE THEORETICALBACKGROUNDS

Description of the process of learning and forgetting was first dealt with by Hermann
Ebbinghaus [1] in the 19th century. He set out levels of knowledge at 9-time points and found a
mathematical function that describes the process and is best suited to the data points. Initially,
the learning curve was determined at 7-time points after completion of learning: 20minutes,
lhour, Shours, 1day, 2days, 6days and 31days (Figure 1 - Ebbinghaus 1880).
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Figure 1: Forgetting curves

The forgetting curve is a description of the reverse process. The Ebbinghaus original
forgetting curve was estimated using the power function (1)-(Figure1-EBI1880).
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where: k - knowledge - the amount of memorized information, ¢ - time, 4 and t are parameters.
He proposed also the forgetting curve as the logarithmic function (2).
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where: k-knowledge-the amount of memorized information, @ - memorization factor,b -
forgetting factor, ¢ - knowledge level asymptote, ¢ - time.

Different functions are used to describe the forgetting curve [2]: power,
exponential.Superposition of functions (e.g. superposition of exponential functions [11, 12]) and
the Memory Chain Model (MCM) [13] are also used. However, the models are too simple to fit
all Ebbinghaus points. The MCM model is the most accurate. It describes an increase in
knowledge level around 24hours that was not included in other models.

Both power and exponential functions are used to model forgetting processes. In the world
of nature, exponential functions more often describe different phenomena. Nevertheless, the
power function is better suited to the Ebbinghaus points. On the basis of literature, it is possible
to say that this exponential function better describes the process of forgetting, but its character is
lost when the various short-term and long-term effects overlap [12].
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Table I:

Generalized variables for the electrical and educationalenvironment

Generalized variables | Electrical environment | Educational environment

e effort v voltage k knowledge
f flow 1 current 1 information flow
p state q charge q information

Therefore, superposition of exponential functions is a good solution. The curve of
forgetting to this day is examined and used in practice. The models areused to describe the
efficiency of repetitive operations on production lines: hyperbolic and exponential models [14,
15], multiparameter and multidimensional models [16, 17, 18]. They are also used in computer
programs such as SuperMemo [19] or Anki [20]. In many cases, simplified models based on one
exponential function are also used. In 1974Wickelgren [21] proposed a function which, for
typical conditions, can be reduced to the power form (3) and well describes the Ebbinghaus
curve (Figure 1 - EBIWICK).
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where: k - knowledge - amount of information stored, 4, i - parameters, ¢ - time. On the basis of
the results of the research [22, 23], it was found that the forgetting curve is better approximated
by the superposition of exponential curves (4)-(Figurel-EXPEXP).
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The Memory Chain Model [22, 23] models the changes of the knowledge as a result of
rewriting the content of the short-time memory in the long-time memory (5) - (Figure 1 -
MCM).

k(t) = ps - e 7+ IMS'MLI : <e7% - (;%S)
Ts T (5)
where [2]: pus=0.704, = 0.000145, 5= 3134.7962382445, 7= 5586592.17877095.
As shown in Figure 1, none of the models fit the Ebbinghaus curve. The values of
parameters are taken from literature [2]. The curves were calculated using Dero simulator and
directfunctions.

3. MODELLING OF THE FORGETTING CURVES

Simulation of the forgetting curves using a microsystems simulator enables the use of
advanced algorithms implemented in the simulator. It also allows describing the model of the
whole process in the relatively simple way.

Theuseofmicrosystemssimulatorrequiresdefiningnewenvironmentbydefiningvariables and
giving them meaning. The predefined generalized environment enables the transformation of the
equations between different environments. The educational environment definition is shown in
Table I. The basic variables and equations can be formulated as (6).

x=[kiql" (6)

where: : k - variables related to knowledge, i- information flows, g - variables describing unit
information. The set of variables can be represented as a network. The equations can be
represented by the connected elements. The education network may include elements
describedbythreebasictypesofequationsdescribingthebasictypesofnetworkbranches:



ISSN: 2076-8184. Information Technologies and Learning Tools, 2019, Vol 71, Ne3.

1) branch describing information flow i:f,-(x,x'*, 1),
2) branch describing the level of knowledge k=fk(x,x‘*, 1),

Mg 1, Mg Ma Mg

dt dt
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Figure 2: Basic elements of the network

3) branch Qescribing the level of knowledge with the flow of information as unknown
q=f4(x,x 1)

The basic elements of the network and its equations are shown in Figure 2. The electrical
like notation is used to represent the elements of the educational network. Other notation can
also be used, but they are not so intuitive and widely known as electrical schematics. The use of
Modified Nodal Equations (MNE) [8, 24, 25] enables automatic formulation ofnetwork
equations by using stamps. Interpretation of the elements is as follows. Information resistance
(Figure 2a) is a measure of the difficulty of information flow in the information channel. The
inverse of the information resistance is a measure of the ease of information flow in the
information channel. Information capacity (Figure 2b) is an element of information gathering.
Information inductance (Figure 2c) is an element that transforms information change into
knowledge change. It models the ability to self-learning. It also allows for modelling the mutual
influence of information on yourself. Knowledge and information sources are shown in Figure
2d and2e.

4. RESULTS

The educational network was used to describe the process of forgetting. In the
study,models of repetition were omitted. Repetition modifies the parameters of the models due
to the phenomenon of fixation of memory traces [21]. The networks discussed below were
simulated using the Dero [8] simulator. The Levenberg-Marquardt algorithm [8] was used to
determine the values of the parameters of theelement.

4.1 Simulation of forgetting curves by using direct formulas
The forgetting curves shown in Figure 1 were simulated using direct functions. The MDL
model was defined for the curves (Listing 1).

Listing 1: Forgetting curves as a MDL model

.MODEL STUDENT_EQ
.EXTERNAL IN, GND;
.INTERNAL EBI1880,EBIWICK, EXPEXP,MCM;

.INPUT KNOWLEDGE (IN, GND) :REAL KIN;
.OUTPUT EDUI (GND,EBI1880) :REAL EBI1880;

.OUTPUT EDUR (EBI1880,GND) :REAL REBI1880;
.OUTPUT EDUI (GND, EBIWICK) :REAL EBIWICK;

O oo Jo Ud W
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.OUTPUT EDUR (EBIWICK, GND) :REAL REBIWICK;
.OUTPUT EDUI (GND, EXPEXP) :REAL EXPEXP;
.OUTPUT EDUR (EXPEXP, GND) :REAL REXPEXP;
.OUTPUT EDUI (GND,MCM) :REAL MCM;

.OUTPUT EDUR (MCM, GND) :REAL RMCM;

.PARAM REAL RL = 1;

.PARAM REAL miS = 0.704;

.PARAM REAL tauS = 3134.7962382445;
.PARAM REAL miL = 0.000145;

.PARAM REAL taulL = 5586592.17877095;

.PARAM REAL EXPmiS = 0.383; # 0.704;

.PARAM REAL EXPtauS = 3134.7962382445;
.PARAM REAL EXPmiL = 0.321; # 0.000145;
.PARAM REAL EXPtaul = 5586592.17877095;

.PARAM REAL MCMmiS = 0.704;

.PARAM REAL MCMtauS = 3134.7962382445;
.PARAM REAL MCMmiL = 0.000145;

.PARAM REAL MCMtaul = 5586592.17877095;

.PARAM REAL miEbil880 = 0.523;
.PARAM REAL tauEbil880 = 9.900990099; # 1/0.101;
.MEM REAL LAST_LEARN_TIME=0;

.PARAM REAL LAMBDA
.PARAM REAL BETA
.PARAM REAL TAUl

Il
o |
o

.BEGIN

EBI1880 = 0;
IF( TIME > 0 ){ EBI1880 = POW((1+miEbil880*TIME), -1/tauEbil880); }
REBI1880 = RL;

EBIWICK = LAMBDA*POW( (1+BETA*TIME), (-TAUl));
REBIWICK = RL;

EXPEXP = (EXPmiS) *EXPO((-TIME/EXPtauS)) + (EXPmiL) * EXPO(-TIME/EXPtaul);
REXPEXP = RL;

MCM = MCMmiS*EXPO ( (-TIME/MCMtauS)) + (MCMmiS*MCMmilL)* (EXPO (-TIME/MCMtaul) -
EXPO (-TIME/MCMtaus) )/ (1/MCMtauS-1/MCMtaul) ;

54 RMCM=RL;
55
56 .END
(M) ,L| (t) ) (M) .Ll () ) (M) ,L| () ()
T ] ]
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Figure 3: Network models of the forgetting functions
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Function parameters are defined in lines 18..39. The default values are set. Model
outputs are declared in lines 7..14. The forgetting curves assign their values in lines 47, 50,
53. The outputs are defined as the information source (EDUI type). The information is
converted into knowledge by using EDUR type outputs. Conversion is not needed if the
EDUK type output is used. In that case EDUR outputs are notrequired.

4.2 Network representation of the forgettingcurves

In this section, the two main groups of forgetting curves models are taken into account:
superposition of exponent functions (4) and MCM models (5). They can be modelled as
networks shown in Figure 3. In the examples, the model parameters were calculated in the
optimisation process to fit Ebbinghaus curves (marked with dots) in five points (20minutes,
lhour, 2days, 6days, 31days).Time constants were determined in the optimisation process
with an accuracy of 0.01. Schematic of the network which models the forgetting curve as the
sum of the exponential functions (4) (EXPEXP) is shown in Figure 3a. Time constants zg and
7, were determined in the optimisation process. The model calculated the elements R and C
based on the 7 constants. The initial values were determined by the values of the R;, Rsand R;.
The model parameters values obtained in the optimisation process are as follows: R=
2.985064¢-01, Rs= 3.650454¢-01, R;= 3.188979¢- 01,75= RsCs= 48.01minutes, 1= R Ci=
65.01days.
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Figure 4: The results of the simulation of the circuits from Figure 3

The C parameters were calculated from 7z and R. Figure 3b shows the schematic
describing the MCM1 model. The initial values were determined by the values of the R,
Rsand R;.The model parameters values obtained in the optimisation process are as follows:
R= 2.983274¢-01, Rg= 3.748792¢-01, R;= 2.254302¢-01, Ry = 9.061777e-02,75= 48.86minutes, 7,=
46.49days,ty= 16.16hours. As can be seen the circuit is equivalent to the previous model. Both models
match exactly 3 points.

Schematic describing the MCM4 model is shows in Figure 3c. The initial values were
determined by the values of the R;, Rsand R;. The model contains additional elements R, CH,
Lu that model changes of the knowledge in the first 24hours after learning. The model
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parameters values obtained in the optimisation process are as follows: R= 2.999696¢-01, Rs =
3.823910e-01, R;= 3.873290e-01, Ruy= 8.707899¢-02, Ruyn= 3.237874¢-02, 73=157.61min,
71=121.17days, ty=1.89days, tyy=3.08hours. The simulation results are shown in Figure 4.
The model fits five of seven Ebbinghaus points. However, the model cannot fit all points
because it is too simple.

4.3 Simulation files

The above-mentioned simulations were done with the Dero simulator. The input file is
shown in Listing 2. The task begins in line 1 and ends in line 42. Library MDL models are
loaded in lines 2..11. Local MDL models are loaded in lines 13..16.

Listing 2: Simulation of forgetting curves

1| . TASK "Simulation of forgetting curves”

20 .LIB “types.mdl™: # Data types

3| .LIB Tunits.mdl™: # Units (minutes . hours. etc)
4| .LIB “math/one.mdl"; # Math function one
5| .LIB "math/ pulse.mdl” # Math function pulse
6| .LIB "edu/vars.mdl™: # Net variables types
7| .LIB “edu/bus.mdl™; # Bus variables

8| .LIB "edu/inputs.mdl” # Inputs

9| .LIB "edu/outputs.mdl™: £ OQutputs

10| .LIB "edu/exam.mdl™: # Exam model

11| .LIB "edu/exercise.mdl” # Exercise model

12

13| .INC “student—eq.mdl™: # Direct equations
14| .INC "student—ebi—data.mdl”; # Ebbinghaus points
15| JINC “student—meml.mdl” # MCMI

16| INC “student—mem4d.mdl™: = MCM4

17

18| MODEL “eq” "STUDENT EQ™:

19| MODEL “student—data™ “STUDENT DATA™:

20| MODEL “student—mecml”™ "STUDENT MCMI™:

21| MODEL “student—memd” "STUDENT MCM4™:

pip )

23| "ebi—data”. " data” DT 0:

> cq”. "EQ” EQ 0:

25| "student—meml” . "MCMI”  MCML 0:

26| "student—memd”  "MCM4”  MCMA 0

piri

28| .CMD

29| .OPTI ECHO=1.,ALILP=1.HMIN=2:

30| .OPTI EOPT=0.01:

31| .OP TITLE="INITIAL CONDITIONS:

32

33| .PROBE ADD TR("*7):

34| .FILE LOG="sym—mod—dero.dc.optim.log™:

35| JINC IFEXIST “optim—rc—rc.cmd ™:

36| JINC IFEXIST “optim—meml.cmd™:

37| .INC IFEXIST “optim—mem4.cmd”

38

39| .OPTI PROBE FMT=CSV: # (CSV FORMAT

40| .FILE OUI="sym—mod—dero.out.optim.csv”

41| .-TR STEP=02:00:00 T0=0 TMIN=0 TD&AX—"da‘vs TFMT=REAL.:
42| .END

Model lines are defined in lines 18...21. They store common model parameters.
Elements describing mentioned above models are declared in lines 23...26. They call their
models via the model line. Elements are connected to the net by its nodes (variables), e.g. DT,
EQ, MCMI1, MCM4, 0 (reference node). The command section begins in line 28. The options
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are set in lines 29...30. Command files containing specifications, optimisation variables as
well as optimisation and analysis commands are in lines 35...37 individually for each model.
Finally, the transient analysis is performed (line 42) for parameters calculated during
optimisation process. Example of the optimisation command file is shown in Listing3.

Listing 3: Command file for optimisation of MCM4 model

# specifications
.SP ADD SID="MCM4M" X TYPE=TR TYPE=ABS X=20min S51=0.582 S2=0.582 WI=1 W2=1:

[

3| .SP  ADD SID="MCM4M" X TYPE=TR TYPE=ABS X=1lhour §1=0.442 S2=0.442 Wi=1 W2=1.
4| .SP ADD SID="MCM4M" X TYPE=TR TYPE=ABS X=2days S1=0.278 §2=0.278 WI=1 W2=1:
5| .SP ADD SID="MCM4M" X TYPE=TR TYPE=ABS X=Gdays S1=0.254 S2=0.254 Wil=1 Wl=1:
6| .SP ADD SID="MCM4M" X TYPE=TR TYPE=ABS X=3ldays S1=0.211 S2=0.211 Wil=1 W2=1:
7| # optimisation variables
8| .WAR ADD "MCM4" RIO MIN=0.25 MAX=0.3 SCATE=0.1
9| .VAR ADD "MCMW4™ RS0 MIN=0.3 MAX=0.5 SCATE=0.1:

10| WAR ADD "MCM4™ . RLO MIN=0.2 MAX=0.5 SCALE=0.1:

11| VAR ADD "MCM4”.RHO MIN=0.01 MAX=0.5 SCALE=0.1;:

12| VAR ADD “MCM4".RHHO MIN=1e—2 MAX=0.1 SCALE=0.1:

13| VAR ADD "M(CM4" .tauS MIN=40min MAX=600min SCALE=100min:

14| VAR ADD "M(M4A™ . taul MIN=31days MAX=150days SCALE=100days:

15| .WVAR ADD “"MCM4” .tauH MIN=9 hours MAX=15days SCALE=10days:
16| VAR ADD "MCM4".tauHH MIN=30min MAX=6days SCALE=1day:

17
18| .CENT T0=0 TITLE="M(M4 optimisation”:
19
20| .WAR PRI VAR: # variables printout

Design specifications (constraints) are defined in lines 2..6. The optimisation variables
are defined in lines 8..16. Optimisation is performed in line 18. Optimised values of the
variables are printed in line 21.

4.4 Piecewise linear models

Shown above models are relatively complicated. It is possible to create simplifiedpiecewise
linear model shown in Figure 5. The model enables flexible behavioural modelling by
changing the R(7) and C(¢) in time. It enables to change the speed of forgetting in time and
simulate memory behavior. Such an approach was used by the author in practice to model the
didactical process over time on the e-learning platform Quela [26].

M) Rylp)
P [ ]
| M|

ke(p) — AT I:] Boip)

Figure 5: Piecewise linear model

S. DISCUSSION

The presented networks are composed of linear elements. The network can also include
nonlinear elements and time-dependent elements (not discussed in this article). The values of
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the model’s parameters have been selected in the optimisation process of the system. Design
constraints were introduced into the first two and the last three points of the Ebbinghaus
curve. The MCM4 model matched very well with the selected points. However the MCM4
makes it impossible to fit all Ebbinghaus curve points.

6. CONCLUSIONS AND PROSPECTS FOR FURTHER RESEARCH

As shown in the article the forgetting curves can be described by the differential
equations represented as the network of connected elements. The developed analogy makes it
easy to create networks in a way similar to creating electrical schemas. The representation of
forgetting curves in the form of schematics is intuitive. The schematics can be modified and
simulated by using the microsystems simulator.

The educational analogy enables defining network variables and element
models.Themodel’s parameters can be easily adjusted to the measurement data in the
optimisation process.This approach allows the use of microsystems simulator and gives
access to advancedsimulation and optimisation methods implemented in simulators.
Behavioural modellingallows creation of models based on mathematical functions, including
nonlinear ones. Modeldescription language plays here an important role. Simulator and
simulation techniques arepowerful tools. The networks and models described above can be
used in many areas, e.g.:in simulation of the learning process on e-learning platforms, in
medical research,in psychology.The problem of mapping schemas to the appropriate
structures responsible for the learningprocess goes beyond the scope of the article and is not
discussed. The issues presented in thearticle (in an extended form) are used in practice by the
author to monitor (design, simulate, optimise) didactical processes on the Quela platform.
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MOJEJIOBAHHS KPUBUX 3ABYBAHHSA Y HABYAJIBHOMY E-CEPEJOBHIII
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AHoTtanis. MojenroBaHHs TUIaKTHYHOTO MPOLECY 3 BUKOPUCTAHHIM OCBITHBOI Mepexi morpedye
MEpEKHOTO TPEJICTABICHHS KPUBUX HaBuaHHs Ta 3a0yBaHHs, BijoMHX 3 JiTeparypu. Kpusi
HaBYyaHHS Ta 3a0yBaHHS — Lie PO3B 30K AH(epeHuianbHIX piBHAHB. [ludepeHuianbHi piBHAHHS
MOXYTb OyTH IIPEACTaBICHI y BHUIJISI MEPEXKi IMOB'SI3aHUX EIEMEHTIB aHAIOTIYHO EJICKTPUYHUM
JaHIoraM Ta y BHUIVIAAI IHTYITHBHOI cxeMH. Mepexa Moxke OyTH MonudikoBaHa 3a JOIOMOIO0
CUMYIIATOpa MIKpOCHUCTeM. TakWil TMiIXix J03BOJIIE JIETKO CTBOPIOBATH MakKpoOMOAENi Ta
3miicHIOBaTH ixHiH anami3. lle mo3BoisiE BUKOPHCTOBYBAaTH 0e3lid e()EeKTUBHUX aJTOPUTMIB
MOJEIIIOBaHHA. BUKOpUCTaHHS aHaiorii H03BOJIE BH3HAYMTH HABYAJIBHUHA 3MICT, BU3HAYAIOUH
MEpeXXHI 3MiHHI, Hamalo4d 1M 3HAYCHHS BIJHOCHO 3arajbHUX 3MIHHHX. Y CTaTTi HaBelcHI
NPHKJIAIM IPEACTABICHHS KPUBHX 3a0YBaHHS K BUILE3TalaHO] MEepexi.

[Tapamerpn enementiB Oysnm oOpaHi B mponeci aerepMiHOBaHOi onTuMizanii. OTpumani
pe3ysbTaTy 3icTaBlieHi 3 BIIOMHUMHU 3 JITEpaTypH KpUBUMH 3a0yBaHHs. BianoBinHi mocriiiHi yacy
OyJin BU3HAuUCHI B cHCTeMax i HaJaHoO ix 3HaueHHA. KOHCTaHTH Yacy MaloTh CBOI €KBIBJICHTH Y
BIANOBITHUX 3HAYEHHIX y (opMynax, 10 ONMCYIOTh KpWBi 3a0yBaHHs. Ha mincraBi orpumannx
pe3ynbpTatiB Oyiu 3po0JicH] BiINOBITHI BUCHOBKH. Y POOOTI TaKOX MOKa3aHA KOHIICHINS MOJEI,
sIKa BUKOPHCTOBYE MOBE/IIHKOBE MOJICIIOBAHHS Ta 3MiHHI TapaMeTpH €JIEMEHTIB Y 3aJIe)KHOCTI Bij
cTtaHy 1 dacy. Mojenp Oyila BHUKOpHUCTaHa Ha TpakTHIi. [IpeicTaBleHWd MiAXix I03BOJISIE
HabaraTo TOYHIiIIE BU3HAYNUTH MapaMeTpu KpUBUX 3a0yBaHH:I. Mojelli MOXYTh OyTH BUKOPHUCTaHI
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MPY MOJICITIOBAHHI MPOIeCy 3a0yBaHHS.
CraTtsa MOXe OYTH I[IKQBOKO JUIS THX, XTO 3aliMAE€ThCS MOJICIIOBAHHAM JUJAKTHYHOTO MPOIIECY,
0CcOo0JIMBO Ha MIATGOopMax eIeKTPOHHOTO HaBUYaHHSI.

KuirouoBi c¢jioBa: MOHITOPHHT; IUAAKTUYHHUN TIPOILIEC; MOJCIIOBAHHS, OIlIHKA; SKICTh;
00’ exTUBHICTB; AemMokpaTu3aitis; IKT.

MOJEJIMPOBAHUE KPUBBIX 3ABBIBAHUS B DJIEKTPOHHOI
OBYYAIOUIEI CPEJE
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AHHOTanusA. MoJenupoBaHue AUIAKTHYSCKOTO MPOLECCa C UCIONIB30BaHHEM 00pa30BaTEIbHOMN
ceTH TpeOyeT CeTeBOr0 MPEICTABICHHUS KPHUBBIX OOYYCHUS W 3a0bIBaHUS, W3BECTHBIX W3
nuteparypsl. Kpussle o0ydeHus 1 3a0bIBaHUs — 3TO penicHue auddepeHInanbHbIX ypaBHCHUN.
JuddepeHnnanbapie ypaBHEHUS MOTYT OBITH IPEICTABICHBI B BUJIC CETH CBSI3aHHBIX 3JICMCHTOB
AHAJIOTUYHO DJICKTPUYCCKUM [CMsIM M B BUAC HMHTYHTUBHOM cXeMbl. CeTh MOXET OBITh
MOTU(DHUIMPOBAHA C TMOMOIIBK CUMYJISATOPA MHUKPOCHUCTEM. TakoW MOJXOJI TMO3BOJSET JIETKO
CO3[1aBaTh MAaKpOMOJIENIN U OCYILIECTBIISATh UX aHAJIKU3. DTO IO3BOJSIET MCHOJIB30BATh MHOYKECTBO
3¢ GEeKTUBHBIX aNTOPUTMOB MOZEIUpoBaHus. McCronb30BaHHE aHATIOTUH MO3BOJSIET OMPEACIUTD
yueOHOe colepKaHHe, OMNpe/eNsisi CeTeBble MepeMEHHbIe, IMPEJOCTAaBIsIE WM  3HAYCHHS
OTHOCHTEJILHO OOIIUX MEepeMEHHBIX. B craTbhe mpeicTaBiIeHbl MPUMEPHI HPEICTABICHUS KPUBBIX
3a0bIBAHMUS KaK BBILICYIOMSHYTON CETH.

IMapameTpbl 31eMEHTOB OBUIM BBIOpaHBI B TPOIECCE JCTCPMUHHPOBAHHOW ONTHUMH3AIINU.
ITonmyuyeHHBIC pe3yabTAThI COMOCTABICHBI C M3BECTHBIMU U3 JIMTEPATYPhl KPUBBIMH 3a0bIBAHUS.
COOTBETCTBYIOIIKE MOCTOSIHHBIC BPEMCHH OBLTU OINPEHICNICHBI B CUCTEMAaX M IPEIOCTABICHBI UX
3Ha4ycHHs. KOHCTaHTHI BPEMEHH HMEIOT CBOHM JKBHBAJICHTHI B COOTBETCTBYIOIIMX 3HAYCHUSIX B
(hopMyrax, ONMUCHIBAIOIIMX KPHUBBIC 3a0bIBaHKs. Ha OCHOBaHMHW MOJYYCHHBIX PE3YNIbTATOB OBLIH
CeTaHbl COOTBETCTBYIOIIME BBHIBOJBL. B paboTe Takke MOKa3aHa KOHICHIHUS MOJCIH, KOTOpas
UCIIONIb3YET MOBEACHYECKOE MOJEIMPOBAaHUE M IIEPEMEHHBbIE IapaMeTpbl JJIEMEHTOB B
3aBUCHMOCTH OT COCTOSIHMS W BpeMeHdu. Mojenp ObUla HCIONb30BaHA Ha IPAKTHKE.
[pencraBieHHbI MOAXOJ TIO3BOJSIET TOpa3l0 TOYHEE ONPENeNUTh I[apaMeTpbl KPUBBIX
3a0bIBaHus. MoOien MOTYT ObITh HCIIOJIb30BaHBI IIPH MOJICITMPOBAHHH MPOIecca 3a0bIBAHUSL.
Crarhst MOXET OBITh MHTEpPECHA Ui TeX, KTO 3aHMMAETCSI MOJCIMPOBAHUEM TUIAKTHYECKOTO
mporecca, oco0eHHO Ha TuIaTGopMax JIEKTPOHHOTO O0yUYeHUSI.

KiiroueBble ¢10Ba: MOHUTOPUHT; TUAAKTHYECKUM Mpolecc; MOACTUPOBAHUE; OLICHKA; Ka4eCTBO;
00BEKTHBHOCTE; eMokpatu3zarws; UKT.
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