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In the present paper, measurement of the parameters of synchronization signals in IP/MPLS
transport networks is considered. The results of measurements of synchronization signal
instability indices for base station are presented. The basic principles for the development
of the system for monitoring synchronization signals are considered.
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Introduction

Because synchronization issues are crucial for modern IP/MPLS transport networks [1—
4], enhancement of the role of synchronization network is the modern trend in the
development of primary network, and this trend will continue in the immediate future [2].
Moreover, synchronization problems are related not only to primary network, but are
important when developing access networks with consideration for various technologies and
protocols embodied in the specific [IP/MPLS network [2—4].

Measurement of parameters of reference signals as well as evaluation of their instability
is a prerequisite for the solution of synchronization problems in electric communication
networks.

The aim of the paper is to solve the following topical issue: measuring the parameters of
synchronization network in [P/MPLS network, and real-time monitoring of these indices to
provide for timely response to network emergencies.

Problem statement

Currently, in communication operator networks, more and more network segments are
being deployed for communicating through IP/MPLS transport only. However, with increase
in the number of devices (e.g., mobile communication base stations), synchronization
problems should be considered on a systemic level rather than on case-by-case basis. To this
is related some kind of local revolution in approach: arrival of some «critical mass» of users
of synchronization signals in the IP/MPLS network results in the requirement for considering
synchronization system as a separate component of electric communication system.

With the following increase in the number of digital devices, the concepts of the
development and principles of control of synchronization network start being subjected to
changes. Such system-based approach may be provided by measurement of the parameters of
synchronization network.

Therefore, this work is devoted to the solution of the following topical problems:
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1) Measuring the parameters of synchronization network in IP/MPLS network, and
2) Real-time monitoring of these indices.

Main part

In «Definition and Terminology for Synchronization Networks» [1], TIE (Time Interval
Error), MTIE (Maximum Time Interval Error) and TDEV (Time Deviation) are the three
parameters used as basic criteria for evaluation of quality of synchronization signals, but only
TIE function is directly measured.

TIE is defined as the time deviation between the signal being measured and the
reference clock. One can perform calculation of MTIE based on obtained TIE array.

MTIE 1s defined as the maximum peak-to-peak delay variation of a given
synchronization signal with respect to an ideal synchronization signal within an observation
time for all observation times of that length within the measurement period. Besides,
performed is the calculation of TDEV (Time Deviation), which is described as «a measure of
the expected time variation of a signal as a function of integration time» [1]. TDEV may
provide information on spectral components of either phase or time noise of the signal.

Because, by definition, MTIE equals peak-to-peak delay variation of a given
synchronization signal with respect to an ideal synchronization signal within a certain period,
it provides for the detection of phase transients in synchronization signal. However, because
of its sensitivity to phase transients, MTIE is inadequate to show the underlying noise of
synchronization signal.

Random noise is better characterized by TDEV which is an RMS power estimator
instead of a peak estimator. TDEV tends to remove transients in a synchronization signal, and
is therefore a better estimator of the underlying noise processes [2]. It has been shown [5] that
measurements may be taken at digital ports of terminal equipment (at Tributary E1) and
directly at Ethernet port (for this purpose, such special meters as STA-61 (Spectracom) and
Paragon-m (Oscilloquartz) have been developed recently).

Measurement Example

Measurements of frequency stability parameters were performed in IP/MPLS network
at the level of PE-router with three retransmissions for synchronization of mobile
communication base station connected through IP. As the reference frequency for IP/MPLS
network, use was made of a clock net signal transmitted through SDH (Synchronous Digital
Hierarchy) network. Sources of clock signal were cesium oscillators and GPS-receivers
distributed over the network. From PE Level, the signal can be distributed to the lower levels
(e.g., to P Level), and, correspondingly, can be used for synchronization of the base unit.

MTIE and TDEV mask in accordance with the ITU-T Requirements G.811 (timing
requirements of primary reference clocks) is shown in Figs. 1(b) and 1(c), respectively. MTIE
and TDEV were calculated based on directly obtained TIE values (see Fig. 1(a)).

The signal is suitable for a base station, because its daily stability is better than 5x107.

Strictly speaking, there is no requirement for synchronization as such for network core
and aggregation level. However, when implementing an IP/MPLS network and performing
station-by-station deployment of a great number of base stations with IP interfaces in large
networks, a problem related to synchronization between old base stations and remaining
islands of conventional TDM (Time Division Multiplexing) transport network may occur.
Therefore, there may take place a transfer of synchronization signal from IP/MPLS cloud to
separate SDH sections, and directly to base stations themselves through organization of
separate E1 streams. Interestingly, that, in such a case, traffic and signal data may be
transferred in a similar way to (1) minimize time and cost when implementing transfer to
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packet networks and (2) make the very process of upgrade (or change) of base stations for
those with IP interface more flexible.

C

Fig. 1. Measurements of stability parameters: a — time interval error (TIE); b — Maximum
Time Interval Error (MTIE) and ¢ — Time Deviation (TDEV)
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When deploying and operating a synchronization network within IP/MPLS transport
network, it becomes necessary to develop a synchronization signal monitoring system. The
latter system must depend neither on the number of equipment manufacturers nor on the
number of sources of synchronization signal. It is proposed to perform continuous
measurement of TIE values for the signals from several primary sources with respect to each
other, and, based on gradually accumulated data, to calculate MTIE and TDEV values at
predetermined time intervals.

The number of signals to be compared should be at least three; it will provide for
identification of abnormal signal based on majority decision. For this purpose, software-and-
hardware complexes are developed to become the backbone of monitoring system. In this
case, the meters may be represented by the above-mentioned state-of-the-art measurement
devices to be installed stationary within the network.

Unlike synchronization of classic digital networks, the measurement points within
IP/MPLS networks may be of more variable locations due to flexibility of IP-based
configuration [3, 4].

Therefore, based on continuous monitoring, it is possible to decide which of the three
signals is out of the norms defined by the masks of ITU-T requirement G.811. To calculate
MTIE and TDEV values, firstly, TIE data arrays accumulated; then, the results will be
produced at definite time intervals.

Another parameter used to assess synchronization quality should be mentioned. Packet
Delay Variation (PDV) characterizes IP/MPLS network load level depending on packet delay.
In classic digital networks, this parameter is absent because of the very nature of these
networks. PDV value should not exceed 50 ms; otherwise, synchronization signal stability
parameters will be out of the norms defined by the masks of ITU-T requirement G.811 [2].
This fact has been confirmed by MTIE and TDEV measurements at the pilot section of
synchronization network in [IP/MPLS network.

PDV parameter is measured with special meters STA-61 (Spectracom) and Paragon-m
(Oscilloquartz) and may represent an operating parameter in the synchronization network
monitoring system being developed for IP/MPLS transport network.

Conclusions

In the present work, the following conclusions and results were obtained:

1) With increase in the number of devices, synchronization problems should be
considered on a systemic level rather than case-by-case basis, i.e., arrival of some “critical
mass” of users of synchronization signals in the IP/MPLS network results in the requirement
for considering synchronization system as a separate component of electric communication
system.

2) With increase in the number of digital devices, the concepts of the development and
principles of control of synchronization network start being subjected to changes. Such
system-based approach may be provided by measurement of the parameters of
synchronization network.

3) TIE, MTIE and TDEV are the three parameters used as basic criteria for evaluation
of performance of synchronization signals. This work presents the results of practical
measurements. Besides, there has been established a relationship between synchronization
quality and network load level using PDV index.

4) In this paper, we addressed the issues of the development of synchronization network
monitoring system in IP/MPLS transport network. This system must depend neither on the
number of equipment manufacturers nor on the number of sources of synchronization signal.
A full-blown monitoring system, if available, will provide for timely response to network
emergencies.
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CUTHAJIA CHHXPOHM3AIIII Y MEPEKAX 3 KOMYTAIIIEIO ITAKETIB.
KOHTPOJIb I BUMIP iX IAPAMETPIB

H.B. ®enopora

Jlep>kaBHUIA YHIBEPCUTET TEIIEKOMYHIKaIlii,
Byi1. ComoMm’stHCBKa, 7, KuiB, 03680, Ykpaina; e-mail: Natasha f@ukr.net

PosrnsiHyTo  mpoBeneHHS  BUMIpIOBaHb —MapaMeTpiB  CUTHAJIIB  CHHXpOHI3amii B
TpaHcriopTHux Mepexax IP/MPLS. TlpencraBieHi pe3yiabTaTH BUMIPIOBaHb ITOKa3HHKIB
HECTaOUIbHOCTI CHUTHANy CHHXpOHi3aIli s 0a30BOi cTaHIli. Po3risHyTo OCHOBHI
MIPUHIUIIHA CTBOPEHHSI CUCTEMH MOHITOPUHTY JIJIsl CUTHAJIIB CHHXPOHI3alli1.

Kawu4oBi cioBa: wMepexxa 3 komyramieto mnakeriB (mepexka I[P/MPLS), curnan
CHHXpOHI3allil, mapaMeTpu CUTHaJy CHHXPOHI3allii, BUMIPIOBaHHS IapaMeTpiB CUTHaIy
CHHXPOHI3allil, MOHITOPHHT CUTHAJIy CHHXPOHI3aIlil

CUTHAJIBI CHHXPOHU3AIIUU B CETSIX C KOMMYTAIIMEN MAKETOB.
KOHTPOJIb U UBMEPEHUE UX TAPAMETPOB

H.B. ®enopora

T'ocymapCTBEHHBIM YHUBEPCUTET TEJIEKOMMYHUKAIIHH,
yi. Conomenckas, 7, Kue, 03680, Ykpaunna; e-mail: Natasha fl@ukr.net

PaccmoTpeHo mpoBeneHHE H3MEPEHUM MapaMeTpoB CUTHAJIOB CHHXPOHHM3AIMH B
TpaHcopTHeIX ceTsx [P/MPLS. IlpeacraBneHsl pe3yiabTaThl HW3MEpEHUI IOKa3aTelnei
HecTaOMIIbHOCTH CHT'HAJIa CHHXPOHH3AINH [Tl 0a30BOH CTaHIMU. PaccMOTpeHbl OCHOBHBIE
TIPUHIUIIBI CO3aHUS CUCTEMBl MOHUTOPUHTA Il CUTHAJIOB CHHXPOHM3AIINN.

KnawueBbie caoBa: cerp ¢ kommyranmeil mnakeroB (cerb IP/MPLS), curnan
CHUHXPOHM3AIUY, MapaMeTphl CHUTHajla CUHXPOHU3AIMH, U3MEpEeHHE MapaMeTpoB CHUTHaja
CHUHXPOHM3AIUU, MOHUTOPUHT CUT'HAJIa CHHXPOHHU3AINH
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