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NETWORK EMULATION FOR JAVA-BASED APPLICATIONS THROUGH SOCKET FACTORIES

Melnyk V.M.,Melnyk K.V., Zhyharevych O.K. Network emulation for java-based applications through socket factories. Network emulation discussed in the
article provides the capability of evaluating distributed applications on a stand-alone system. Applications can be exposed to adverse repeatable network conditions
without requiring complex testbeds. This paper describes the design and implementation of a portable and object-oriented network emulator targeted to the development
and test of Java-based Internet applications. The emulator is based on instrumented sockets is able to emulate the behavior of links with a given bandwidth and
communication delay. The emulator is organized modularly, so that it is possible to plug-in user-defined classes for bandwidth and delay figures generation. Carrying out
experiments with emulated sockets is as simple as running the tested application code on a single host.
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Menvnux B.M., Menvnux K.B., Kucapesuu O.K. Mepecesa emynayia ona java-0ooamkie 3a 0onomozorw o00’cOnanv coxemis. Emynayis mepeoici
3a6e3neyye MONCIUBICMb OYIHKU POZNOOLIEHUX 000AMKIE 8 AGMOHOMHIL cucmemi. JJo0amKu MOJNCYMb MAMU CXUTbHICMb GUSGIIEHHS YMO8 NOBMOPHOCMI
Mepeoici, He eumazarnoyu CKIaOHux mecmosux cucmem. Onucyemvcsi po3pobka 1 peanizayis NOpmMamueHo2o 00 '€KMHO-OPIEHMOBAHO20 eMYIAMOPA
Mepeoici, OpIENMOBaHO20 HA CMBOPenHs | mecnyéanns dooamkie 01 Inmepnem, pospobaenux na Java. Emynamop 3acnosanuil na iHCMpyMeHmMAanbHUX
cokemax i 30amuuti emMymo8amu no8eOIHKy 36's13Ki6 i3 3a0aH0I0 NPONYCKHOIO | 3ampumylouoio 30amuicmio. B opeanizosanuil 3a MOOYIbHUM RPUHYUNOM,
MAK wjo MOJCHA NIOKIIOUUMU 1020 6 KIACAX KOPUCMY8auie OJisi 2eHepayii nponyckHoi 30amuocmi ma 3anedxcHocmeil 3ampumku. IIpoeedenHs
excnepumenmia 3 NoOIOHUMU COKeMAamu € NPOCMUM, AK | 6UKOHAHHS MECH0B8020 KOOY NPO2PAMU HA OOHOMY XOCHII.

KJIFO90BI CIIOBA: mepedca, emyaamop, Inmepnem-0odamox, cokemu, po3podxa 6 Java.

Puc. 5., JIir. 7.

Menvnux B.M., Menvnux K.B., Kuzapesuu O.K. Cemeean smynayus 0na java-npuioiceHuil ¢ UCno1b306anuem COKEmHvlxX 00veounenuii. Imynayus
cemu obecneuugaen GO3MONCHOCMb OYEHKU PACHPeOeNeHHbIX NPUNOdCeHUll 8 a8moHOMHOU cucmeme. I[Ipunoscenuss mozym umemv CKIOHHOCHb
U3BAGNEHUS YCI0BUL NOBMOPUMOCIU Cemu, He mpebys CIONHCHLIX cucmem mecmupoganus. Onucviéaemes paspabomxa u peanu3ayus noOpmamueHo20
00bEKMHO-OPUEHINUPOBAHHO20 IMYIANMOPA CEeMmU, OPUSHMUPOBAHHO20 HA PA3PAOOMKY U MeCMUposanue NPUIONCeHUll uHmepHem, paspadomantvix Ha
Java. Dmynsamop, co30anmvlii Ha UHCMPYMEHMATbHLIX COKEMAx u CHOCOOHbI IMYIUpo8amv noseoenue ceésasell ¢ 3a0aHHOU NPONYCKHOU U
3adepaicusaioujeii cnocobnocmoio. OH 0peanu306an 3a MOOYIbHLIM RPUHYUNOM, MAK YIMO MOJICHO NOOKTIOUAMb €20 8 KIACcax noib3ogamenetl Osl
eenepayuy NPoNycKHoU cnocobnocmu u 3agucumocmeti 3adepoicku. IIposedenue dKCnepumMenmog ¢ ONUCAHHLIMU Gblile COKemamu npocmoe, Kax u
UCNONIHEeHUe Mecmogo2o KoO0d NPOSPAMMbL HA OOHOM XOCHIe.

K/IIFOYEBBIE C/IOBA: cems, smyasmop, Humepnem-npuiodicenue, cokemsi, paspabomxa 6 Java.

Puc. 5., JInt. 7.

Introduction

The amount of Internet-oriented applications has increased during recent years. This process concerns area of the
applications development and the re-building area of many Internet enabled applications needed to be in Internet in
order to have their lives prolonged. From the other site, not so many tools have been introduced to support such
application development. In many cases, if the final product is developed in an Internet setting, the phases of
development and testing are carried out on a single machine and sometimes inside a LAN. However, bandwidth and
communication delay differ of some magnitude orders when operating on a single host or in a LAN, rather than through
links with long hauls or with dial-up connections. Some big difference between the deployment and the development
environment is likely to hide design issues affecting system performances that can be relevant for the user. In this case,
because of differences in two environments the debugging phase could be less effective. For the matter let us to
implement a complex user interface as an Applet, interacting with a server by means of remote method invocation, the
Java object oriented version of RPC. It would be useful to test interface responsiveness and friendliness of use in its
operative environment before deploying the product. To cope with this problem, we can test either the application
directly on the field or using a network emulator because of sensitivity RPC-based programs to network delay. The
solution of course has some drawbacks and advantages: the effectiveness of an application testing in the real operative
environment is counterly balanced by the difficulty of setting some testbed. Some different problem is that developer is
not able to reproduce or control the test conditions. The guarantee of emulation is a simple set up of experiments and
their repeatability. It can be for good solution if it is not required a big amount of details.

A simple flexible network emulator for Java applications is presented for messages intercepting between the
application and the network APL It also manipulates the communication to behave as in the network presence with
delay and limited bandwidth. The emulator is based on a customized socket (emulation socket) and able to reproduce
the Internet links behavior with characteristics of delay and bandwidth for defined user. These customized sockets can
operate on a single workstation, and used to test and debug an Internet application on a separated system.

Motivated work

Every time we try to except some desirable properties for network emulator: portability, ease of use, and
configurability. They become really needed to study Internet applications by using the network emulator. The
requirement of portability is particularly significant in considering that Internet applications are to be deployed on
different hardware or software platforms. In case of using a specific operation system or hardware it could be
particularly bothered.
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Fig. 1 - "{hheest'a)r(r:l;:les:tllg‘?;ocket layer operates between the application level and trafﬁ c shap ers are des grib ed in several
articles. The network simulator [1] has
been rebuilt for enhancing of emulation facilities [2]. The real traffic can be injected into the simulator for studying of
the experimental algorithms behavior during operating with real traffic or testing a protocol implementation with
reproducible conditions. The network simulator is a powerful tool with providing of wide variety of protocols for wired
and wireless networks. However, network simulator is more targeted to test and estimate protocols with real-traffic
sources, but no applications. If there is a want to use network simulator to study the applications behavior in one
network conditions, the phase of setup is quite complex. So, few machines may need to run the experiment, one
machine is acting as the emulator and the others executing the nodes of application.

Running this experiments is some easier with a simple but effective network emulator [3] which allows to run
experiments on a autonomous system. Here the communication between the protocol layers is intercepted to be
analyzed. It emulates the real network presence by introducing queues with finite size, bandwidth limitation, delay of
communication and loss links. Running on FreeBSD the implementation, operates at the interface between TCP and IP.
It suffers from dependency of operating system. It also is not so easy to run experiments with user defined time and
varying network conditions. Practically, each time it is needed to change the conditions of network and the system must
be reconfigured by means of the command line or some shellscript.

The wide-area network emulation tool is described in [4] running on UNIX machines. A set of hosts are adopted
by delay line and connected by a LAN, running a distributed application can appear as if connected through long-haul
links with adjustable communication characteristics. But the tool is only able to introduce artificial delay in the
communication between two or more processes and is impossible to control the bandwidth. Another network emulator
is supporting applications using UDP, is described in [5]. It is intended to facilitate the adaptive application development
of operating in wireless networks and subjected to wide network fluctuations.

To accomplish the requirements discussed above here is designed a portable, Java-based object oriented
emulator, which can be simply extended by adding user-defined classes to the emulator package. The work has been
influenced by both methods described above. The idea of inserting has been taken from these to configurate the layer
that emulates the network. In the system the tools for the software stack are intercepted to communicate between the
application and the socket APIs used to access the network. The reasonable for this choice is that in Java is possible to
use only application level APIs for preserving programs portability.

Assumptions and functionality

A Java-based distributed application for Internet runs on top of a host set interconnected by long-haul links. Each
host runs one or more JVMs that represent the application nodes. In accordance with these assumptions, the system is
modeled as a directed graph made of nodes and links. They are defined as follows:

The node is as a JVM instance which is running a component of application and different JVMs running on the
same host are considered as different nodes. The /ink for communication is as a both-ended uni-directional channel
between nodes. This channel is intended at the level of application and everything under the socket APIs is considered
as a black-box with given properties of bandwidth and delay. This presumption has some good impact on the design of
our system. The link delay represents the latency from the time the sender node writes a data set; to the time those data
become available for a read at the destination node. The single-directional links allow defining asymmetric inter-node
communication behavior.

The aim of the tool is to support the execution of all application nodes on a single machine, or in a LAN,
emulating the behavior of an Internet environment, where the emulated network configuration is defined through a
directed graph like it was above. This functionality can be done by associating each link with a special customized
socket able to shape the traffic over the link combined with user’s requirements. The way these sockets manipulate the
communication behavior saves up the blocking and/or non-blocking semantics of socket read and write operations.

Links can be parameterized in term of delay and bandwidth, in the following ways: Fixed way means that the
delay and/or the bandwidth of the link does not change during application’s lifetime; Trace-driven way gives the figures
of delay and/or bandwidth which are expressed by a set of samples included in a file. Each sample is hold for numbered
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seconds given as specified in the system file of configuration. This option is particularly useful to feed the emulator with
real network delay and bandwidth traces (collected as the ping utility).

User-defined way contains some pre-defined interfaces which allow us to build user-defined classes that form
delay and/or bandwidth figures. Such classes implement a method that generates delay on the fly and values of
bandwidth, respectively, which are used by the emulation socket associated to a link for manipulating its communication
behavior according to the desired figure. So, developers can specify link parameters as random variables with
customized mean value, disperse, etc.

Emulation Sockets

An Emulation Socket is acting as a filter. The application writes some data into the socket each time, and the data
flow is aroused according to given bandwidth and delay characteristics. Fig. 1 shows emulation sockets inserting
between the application layer and the java.net.Socket system class. Each method call to write() is intercepted by the
emulation socket layer and forwarded to the network according to a shaping policy defined in an external module.
Shaping is performed only on the stream of the outgoing data, and no operation is performed on the incoming stream of
the data. This means that dual directional communication is formed always on the side of the sender.

Each emulation socket is characterized by D and B parameters, representing the delay and the bandwidth
associated to the link, respectively. D and B are functions depended of time.

To support traffic shaping, each emulation sockets includes the following structures of the data and threads (fig.
2). PendingData is a data structure used to emulate the delay, where data written by the application are stored. To
preserve sequential ordering of socket-based streams, PendingData is a circular array managed with FIFO ordering.
SendingData is a structure of the data used to emulate the bandwidth. Mover is a thread which extracts data contained in
Pending Data at the appropriate time, as described below, and inserts them into Sending Data. Sender is a thread which
extracts data, with FIFO order, contained in Sending Data and inserts them into the network through the plain socket.
Data are extracted at a B rate.

The emulation socket behaves
as follows:

— If an application, at time tl, writes
some bytes into an emulation socket,
1T then data are inserted in Pending Data

Socket

A 3 together with their extraction time (t1 +
Applicat M Send . . .
- E> E> Sl E> E> il D), so data remains in Pending Data
PendingData SendingData for a time not lower than D.
Fig. 2— Emulation socket structure — The Mover is thread which sleeps

until the next extraction time (t1+D). It
moves all data having an extraction time lower than t1+D from Pending Data to Sending Data. To get some clearance in
how the data order is preserved, lets suppose that another write-operation is performed at time t2 > t1. This may happen
when data written at time t2 are subject to a lower delay, and as a consequence they may have an extraction time lower
than t1 + D. However, since streams associated to sockets have FIFO semantics, data written at time t2 may be delivered
to the application only after all previous data has been delivered, that is at t1 + D time.
— The Sender thread wakes up and in Every T seconds extracts from Sending Data an amount of bytes A =B - T (the
bandwidth accumulated during the time of sleeping) and inserts them into the network.

The emulation socket class is defined as a subclass of the java.net.Socket system class. Since it inherits all
methods and fields from the Socket class, it can replace plain sockets in an application with little changes. For RMI-
based applications, the developer can use Java socket factories to develop the instrument code [6][7]. Socket factories
allow a client-server application to communicate by using customized sockets. When the application creates a socket, it
actually delegates the creation to the installed socket factory. The factory returns an instance of socket which can
implement a behavior that is different from the standard one, while preserving the same interface towards the
application. For example, the socket factory can return sockets for data compressing or encrypting, or using a protocol
different from TCP.

Using emulation socket with RMI-based applications is straightforward. Instead of using the standard constructor
of a remote object, the programmer has to create the object by means of an alternative constructor which lets her specify
the socket factories provided by developed package: EmuSocketClientFactory and EmulationServer-SocketFactory.
The first of them is used by the client code to establish a server connection; the latter is used by the server code to accept
incoming connections. This procedure requires the availability of source code.
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A more combined instrumentation is required by those applications that directly use sockets. Each creation of
socket must be replaced by the creation of an emulation socket class instance. Now we are investigating on how to use
the SocketlmplFactory pattern. This would require a couple of code lines to be added to the application and leaving
unchanged the rest of the code. To deal with the problem of source code unavailability, we developed another version of
the emulation socket package which exchanges the java.net.Socket class of the Java Runtime Environment with the

#Node section shaping version. For the purpose of executing the application,
node node0 127.0.0.1 ports from 1000 to 1999 the JVM must be launched with the -Xbootclasspath option.
node nodel 127.0.0.1 ports from 2000 to 2999 : : 5 :
node node? 127.0.0.1 ports from 3000 to 3999 This way the JVM settings for the system classes’ location are
overridden.
fLiikfsectiog . el bandwidth 10008/ Network configuration is collected in a file shared by
in rom node0 to node andwidt B/s . . .
link from node0 to node? delay 200ms bandwidth all JVMs. .Syntax of the network conﬁgu@t19n file is straight,
1000B/s as shown in fig. 3. The file of configuration is composed of a
link from EOdzlhtﬁ nodeQ bandwidth class: node section and a link section. The node section is used to
MyBandwidthShaper .
link from nodel to node? delay file: associate an [P adfiress and a range of port numbers to each
nodel-node2-delay.data seconds 1 node. The reason is that, when the application creates a new
ilni ?O’“ no;ieg EO no;ieg Seiay E’gms socket, the emulator must identify the target node, return an
in rom node O node elay 1le: . . . .
node2-nodel-delay.data seconds 1 instance of emulation socket which has the specified

bandwidth and delay properties. For example, when running
all JVMs on the same workstation, all nodes share the same
address. But since they use different port ranges, the emulator can still identify the correct node. When the application is
started, each JVM must be launched setting a special property (node-Name) to indicate to the JVM the node name
which is associated with.

Fig. 3 shows the three nodes application configuration. The three JVMs must be launched on the same host, with
the nodeName proper to node0, nodel, and node2, respectively. The first one will use ports numbered from 1000 to
1999, the second one will use port numbers from 2000 to 2999, and so on. The link section describes delay and
bandwidth characteristics of two-end links, e.g. link from node0 to node2 is characterized by constant delay and
bandwidth respectively equals to 200 ms and 1000 B/s; the bandwidth link values from nodel to node0 are generated by
MyBandwidthShaper class; communication delay from nodel to node2 is conveyed by samples contained in a file, and
each sample must be in 1 second hold.

When two Java programs, a client and a server, communicate by means of emulation sockets, the following is
happening:

1. The Application of the server creates an EmulationServer-Socket instance and it is waiting on a appointed port.

2. To create a server connection, the client should create a socket, passing as constructor parameters of the server

hostname and the number of the port. The emulation socket verifies the constructor parameters to determine the target

node and understand from the network configuration which are the bandwidth and delay that must be associated with

the communication between the client to the server.

3. The EmulationServer-Socket determines the node identity to request the connection (using the hostname and the

number of the port for the client socket), and returns to the server process an emulation socket instance which shapes the

traffic passing from the server to the client.

4. From this moment, the both programs can exchange information by invoking standard methods of write() and read().
Performance

Now a partial evaluation of the emulator is present. The experiments were made on Athlon 1600+PC running
JDK1.4 over Linux. The tests were performed with an improved resolution of time, obtained by re-building the Linux
kernel in order to set the operating system clock resolution to 1 ms (default time is 10 ms).

There is tested the emulation accuracy over a range of different bandwidth and delay values. The scalability of
system has also been investigated by repeating the experiments with a node number increasing, The tests concerning
bandwidth and delay were executed independently. While testing bandwidth, delay was set to 0, and while testing delay,
the bandwidth was set to very high values.

To test the emulation accuracy of delay, there was been developed a simple client-server application, where one
client sends 1-byte messages repeatedly to the server. The emulator was configured to introduce a communication delay
going from the client to the server, and both of them were measured the elapsed time between sending the message and
receiving it. To stress the system scalability, there was repeated a similar test with 20 clients and 1 server. Fig. 4 shows
the measured delay in comparison with the configured delay for values going from 0 to 500 ms. The tests for bandwidth
were carried out accuracy by making the client communicate with large amounts of bytes to the server. The emulator
was configured to introduce a limitation of the bandwidth in the client to the server communication, and both of them in
the process of communication measured the observed bandwidth. In this case also the test was repeated with 20 clients

Fig. 3 — A network configuration file example
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and 1 server to evaluate the scalability of system. Fig. 5 shows the observed bandwidth in comparison with the

100
w
E
=
=
[«}
=]
el
[
Z 60
b
o]
(@]
20 + g
0 40 80
Specified delay ms
Fig. 4 — The accuracy of delay emulation
1.048e+06
w
B Spec delay
2 16|~
==
@ I 20 ¢l |
=
5
=
2
c
8 262144 + 1
=
)
-2
@
w
o
le) L §
65536 262144 1.048e+06

Specified bandwidth Bytes/s
Fig. 5 — Bandwidth emulation accuracy

configured one for values increasing from 64KB=s to
512KBs=s.
Discussion
Emulation sockets exhibit a good behavior for both
bandwidth and emulation of delay. The observed values of
bandwidth are really near the configured values, and even
when 20 clients run together the system scales good. The
figure of bandwidth starts scattering from the ideal value to
values closing to 1MB=s. That is an unrealistic value if it is
referred to Internet applications. In agreement with the delay,
the observed values are slightly higher than the configured
value. For almost of the values this difference is nearly
constant, so that it can be removed by subtracting the
measured value from the configured one. When the
configured delay approximates to zero, system performances
start to decrease because of the overhead introduced by
emulation sockets. In this case the performances of the
system remain good, as with Internet applications delay
values near zero are not significant.

Performances of Java-based programs are lower than
compiled languages, because of interpretation overhead. For
this reason, it can be expected that scalability, overhead and
time resolution achievable with emulation sockets will be
worse than those achievable. However, Java offers byte
code portability across different operating systems and
hardware platforms. Emulation sockets are Java-
implemented and they can be used as an emulation facility
without being constrained to use a particular operation
system or hardware.

On the other hand it is considered, that our solution
provides a good tradeoff between functionality and
performance. Emulation sockets are easy to use and allow

great customizability which are unavailable with other tools. When limitations on time resolution are not critical when
emulating the Internet setting, the very small values of delay are unrealistic.
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