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USING SEMANTIC MODELING TO IMPROVE THE PROCESSING
EFFICIENCY OF BIG DATA IN THE INTERNET OF THINGS DOMAIN

Introduction. The development of the Internet of Things (10T), equipped with various electronic sensors
and controllers that distantly operate with these things is an important step of a new technical revolution. In
this article we look at the features of Big Data generated by the Internet of Things (IoT) technology, and
also present the methodology for processing this Big Data with use of semantic modeling (ontologies) at all
stages of the Big Data life cycle. Semantic modeling allows to eliminate such contradictions in these
technologies as the heterogeneity of devices and things that causes the heterogeneity of the data types
produced by them. Machine learning is used as an instrument for Big Data of analyzes: it provides logical
inference of the rules that can be applied to processing of information generated by Smart Home system.

The purpose of the article is to use deep machine learning, based on convolutional neural networks
because this model of machine learning corresponds to processing of unstructured and complex nature of
the IoT domain.

Results. Proposed approach increases the efficiency of loT Big Data processing and differs from
traditional processing systems by using NoSQL database, distributed architectures and semantic modeling.
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Conclusion. The conceptual architecture of the Big Data processing system for loT and describe it
on on the example of the NoSQL database for Smart Home were given. This architecture consists of five
independent levels. At each of these levels, a combined approach of semantic modeling and data mining
methods can be used. Currently, this platform can be combined with a lot of open source components.

Keywords: Industry 4.0, Big Data, Internet of Things, ontology, Semantic Web, non-formal
and informal learning.

INTRODUCTION

Industry 4.0 is defined in [1] as a process of the digital transformation of
industrial markets with smart manufacturing currently on the forefront.

The new capabilities of Industry 4.0 deal with intellectualization of digital
technolologies used in industrial processes. Specialists say about the phenomena
of ‘smart anything’ in environment of people: from smart grid, smart buildings
and smart plants, smart services and smart manufacturing and so on. Internet of
things also is influenced by this tendency.

Various advanced digital technologies are already used in manufacturing
for realization of Industry 4.0. It will lead to greater efficiencies and change
traditional relations among suppliers and customers. In [2] nine most important
technologies that build Industry 4.0 are defined:

- Big data and analytics;

- The cloud computing;

- Autonomous robots;

- Simulation;

- Horizontal and vertical system integration;

- The industrial Internet of things;

- Cybersecurity;

- Additive manufacturing;

- Augmented reality.

Industry 4.0 actively uses digital context for industrial objective therefore
the tasks of collection and comprehensive evaluation of data from various dis-
tributed sources—production equipment and systems as well as enterprise- and
customer-management systems— now become standard to semantic support of
decision making processes in real-time mode.

Competencies can be used for adaptation of Industry 4.0 for semantic man-
agement of personnel.

Now a lot of research works, deal with this problem, are provided. For
example, in [3] authors try to analyze the most significant aspects of the new
forms of human work that they face in this Industry 4.0 revolution in order to
know what is currently being done. With all the advances that have been made
over time in the problem of knowledge age, the participation of organizations
requires them to create and maintain environments that foster learning.

The development of the Internet of Things (IoT), equipped with various
electronic sensors and controllers that distantly operate with these things is an
important step of a new technical revolution.

The term «Internet of Things» was proposed in 1999 by K. Ashton. Now
IoT signigies a complex system of interrelated computing devices, mechanical
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and digital machines, objects, animals or people that are provided with unique
identifiers and the ability to transfer data over a network without requiring
human-to-human or human-to-computer interaction. IoT has evolved from the
convergence of wireless technologies, microelectromechanical systems,
microservices and the Internet. [oT components (devices — sensors, actuators,
mobile devices etc. — and services) are heterogeneous and dynamic, with
unknown nature of the network topology.

IoT proposes new technological infrastructure that expands the technology
of wireless sensors, involves the Internet connecting for a lot of things around a
person and distance management of these things [4].

However, IoT is a complex and heterogeneous environment that should evolve
towards creating a more structured set of solutions, where “things” should be
represented in some uniform way and be equally detectable, able to communicate with
other objects, and also be directly integrated with the Internet infrastructure and with
Web services irrespective of the specific method of connection [5].

Data collected by different sensors and devices is usually polysemantic
(temperature, light, sound, video, etc.).

The Internet of Things is widely used in various areas of society. Health,
environment, traffic, vehicles, aviation, manufacturing, defense, home
automation, telecommunications are the most known examples of IoT
applications. The number of electronic devices connected to the IoT is
increasing every year. Analysts expect that the number of electronic devices
connected to the IoT will grow up by 2020 from 50 to 100 billion. It is expected
that the total amount of data generated as a result of mass usage of such devices
will become than 35 zettabyte [6] and can be considered as Big Data.

The development of IoT devices, systems and solutions, huge amounts of
heterogeneous and unstructured data is a contiguous process. This Big Data
needs to be analyzed and processed in order to acquire hidden knowledge. The
heterogeneity of loT devices and systems causes additional problems in
processing and analyzing Big Data generated by IoT.

ANALYSIS OF NON-FORMAL AND INFORMAL LEARNING

Among the key modern innovations in the world today is the concept of non-
formal and informal education [7]. The current problem is the study of the
systematic combination of all forms of education: formal, non-formal and
informal. The UNESCO Education Glossary [8] contains the following
definitions:

Learning — individual acquisition or modification of information,
knowledge, understanding, attitudes, values, skills, competencies or behaviours
through experience, practice, study or instruction.

Formal education is an institutionalized, deliberate and planned education
through public organizations and recognized private institutions and, in their
totality, creates a system of formal education of the state.

Non-formal education — education that is institutionalized, intentional and
planned by an education provider. The defining characteristic of non-formal
education is that it is an addition, alternative and/or a complement to formal
education within the process of the lifelong learning of individuals. It is often
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provided to guarantee the right of access to education for all. It caters for people
of all ages, but does not necessarily apply a continuous pathway-structure; it
may be short in duration and/or low intensity, and it is typically provided in the
form of short courses, workshops or seminars. Non-formal education mostly
leads to qualifications that are not recognized as formal qualifications by the
relevant national educational authorities or to no qualifications at all. Non-
formal education can cover programmes contributing to adult and youth literacy
and education for out-of-school children, as well as programmes on life skills,
work skills, and social or cultural development.

Informal learning — forms of learning that are intentional or deliberate but
are not institutionalized. They are less organized and structured than either
formal or non-formal education. Informal learning may include learning
activities that occur in the family, in the work place, in the local community, and
in daily life, on a self-directed, family-directed or socially-directed basis.

These definitions are intended to provide a general understanding of the
concepts, but today they are not yet fully enshrined in Ukrainian legislation and
do not satisfy the principle of legal certainty. These definitions indicate the key
differences that distinguish one type of education from another. In particular, the
main difference between formal and non-formal education is that the latter is an
addition or alternative to the formal, as well as in the official recognition or non-
recognition by the state or authorized non-state bodies of qualifications obtained
on the basis of educational achievements. The main difference between informa-
tion education and other types is that it is not institutionalized.

The Law of Ukraine "On Education" (Article 9. Forms of Education) [9]
contains the norms concerning formal, non-formal and informal education:

1. A person exercises his right to education throughout his life through
formal, and informal education. The state recognizes all these types of
education, supports educational actors providing relevant educational services,
and encourages the acquisition of education of all kinds.

2. Formal education — education acquired through educational programs in
accordance with the levels of education, branches of knowledge, specialties
(occupations) prescribed by the legislation, envisages the achievement of the results of
the education of the corresponding level of education and the recognition of
qualifications recognized by the state determined by the students of education.

3. Non-formal education — education acquired through educational programs
and does not stipulate the awarding of state-recognized qualifications to the levels of
education and obtaining an education document established by the legislation.

4. Informational education (self-education) — education, which involves the
self-organized acquisition of certain competencies by the person, in particular
during everyday activities related to professional, community or other activities,
family or leisure activities.

5. Qualifications and learning outcomes acquired through non-formal and
informal education can be confirmed and recognized in the system of formal
education or in other cases stipulated by the legislation of Ukraine.

In Ukraine, as in other countries of the world today, the task is to legalize non-
formal and informal education, as well as to create legislative preconditions for
official recognition of educational results obtained in these types of education.
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Fig.1. Ontology of competences (fragment).

EU Council Recommendation 2012 [7] highlights the issue of creating a
systematic approach to "validation", increasing the visibility and value of learn-
ing beyond the formal education and training systems. The document developed
4 phases of validation for non-formal and informal learning. To specify the main
features of validation, the recommendation defines four distinct phases: identifi-
cation; documentation; evaluation; and certification.

The national qualifications frameworks are now being implemented in Europe.
These frameworks can contribute to the implementation and integration of validation.

Today, the transformation of a market economy into a knowledge economy
is taking place. Highly skilled professionals are the greatest value for the IT
industry. In the process of learning, students study and apply in practice a variety
of tools and Internet technology things, including: IoT devices and physical
objects, equipped with IoT, consumer devices, sensors, gadgets and a wide range
of Internet applications. [4]. Devices used for different learning systems generate
a stream of Big Data that needs to be efficiently handled for decision making
and the creation of intelligent learning systems.

We use for analysis an ontology of competences that use such main compo-
nentsand their types as it represented (Fig.1.)

This ontology spesifies the types of competences, their level ets. and can be
used as as base either for matching of various natutal-languige texts, or for their
semantic mark-up.

We propose to use an additional ontology class — atomic competence [10],
which is meant for correlating instances of different IO classes by assessing their
semantic proximity. Atomic competence has the following properties:
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SEMANTICS IN 10T

The distribution of the IoT sensors gives rise to various data types, data formats
and time measurements specifications that cause of problems deal with data
integration. This problem can be overcome by Semantic Web solutions used for
data representation with the single knowledge model. RDF, RDF Schema and
OWL are the main means for knowledge representing on the Semantic Web
[11, 12]. These languages represent only the conceptual data model and rules,
but do not specify the particular formats of serialization.

Now some specific languages for semantic data representation such as
Turtle, N3 and JSON-LD are developed. [13] emphasizes the importance of
semantics for the knowledge representation of the IoT domain and provides an
assessment of the various knowledge representation languages in terms of
efficiency of their use (in the field of data exchange and processing). The author
evaluates all actual semantic formats: extensible Markup Language (XML),
Resource Description Framework (RDF), SenML, Notation3 (N3), Turtle,
N-Triples and JavaScript Object Notation for Linked Data (JSON-LD). The
latter — JSON-LD is an effective and modem solution for experimental results.

Unfortunately, semantic data representation alone is not enough to solve the
IoT heterogeneity problem. We also need general dictionaries for representation
of domain semantics. Ontologies are used in the Semantic Web domain to
provide a common language for representation of various “things”, their
relationships, etc. The Ontology Semantic Sensor Network (SSN) developed by
the W3C Semantic Sensor Network Incubator Group is the first step on this path.
SSN ontology is used to represent sensors, their properties and observations
(generated data), domains, etc. in very simple general terms and it is assumed
that they will be used by all types of sensors all over the world.

A number of papers deal with attempts of development of IoT ontologies. A
common knowledge base for IoT domain that supports semantic detection of IoT
sensors and their service infrastructure is offered in [14]. Ontologies for an IoT domain
consisting of ontologies of devices, domains and computations are offered in [15]. The
development an [oT ontology that covers the following aspects of the [oT domain: loT
resources, [oT services, observation and measurement, physical locations, deployment
platform, QoS, and tests for IoT services is described in [16].

In addition, some researchers propose semantic structures and IoT
platforms. Barbero et al. [17] offers the conceptual IoT platform that uses such
languages as XML and OWL.
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INTERNET OF THINGS AND BIG DATA IN SMART LEARNING ENVIRONMENTS

Smart learning environments are equipped with digital components that create
better, more efficient, and smoother learning process. Ideally, they create a
perfect synergy between physical and digital realities, allowing students to
absorb information from their environment and creating opportunities for
seamless transitions between a variety of learning approaches: individual and
group learning, formal and informal settings, in analog and digital formats. [oT
can track whether homework was done and collect data about how much time a
student needed to complete an assignment. This data can help teachers better
understand whether their methods are working, which students need additional
help, and which tasks they struggle with the most.

Big Data may provide the chance to say goodbye to much-maligned
standardized testing. Data collected during routine tasks and classwork —
processed with the help of Al tools — may offer greater insights into the skills
and abilities of individual students compared to any standardized test. This alone
could produce a tremendous restructuring of the entire education sector.

BIG DATA AND MACHINE LEARNING IN 10T

We propose to use machine learning (ML) algorithms to acquire the semantics
of Big Data generated by IoT devices. [oT data should be considered as Big Data
if it has some specific Big Data features from 5V set [18]:

- Volume — the large amounts of data;

- Velocity — the high-speed generation of new data;

- Variety — the heterogeneous data representation (various formats and types);

- Veracity — the level of data conformity to facts;

- Value — the pertinence to user needs.

Big Data in IoT differs from traditional Big Data by its specific
characteristics in terms of data generation, data interoperability and data quality.

Speed, scalability, dynamics and heterogeneity are important issues for loT
data creating. Data quality can be measured using signs of uncertainty,
redundancy, ambiguity and inconsistency of data [19].

These characteristics of IoT data should be considered in process of
development of new model or structure for Big Data processing. In addition,
streaming data transmission causes another big problem that should be
considered in new loT structures and models: streaming data also has its typical
characteristics such as continuity, unordered data flow, unlimited data, and the
absence of persistent data objects. Technological platforms and solutions for
storing large loT data have been developed only recently. Methods of Big Data
storage also differ from traditional data storage methods. Such critical factors
should be considered for IoT data storing: consistency, availability and
sensitivity to data partitioning [20]. For example, Jiang et al. [21] offer an IoT-
based storage environment that runs on cloud computing platforms. Li et al. [22]
propose a solution for storing large loT data based on NoSQL. Cecchinel et al.
[23] develop an IoT architecture that collects and processes loT sensor data
using MongoDB as storage mechanism for Big Data.
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The literature also describes the use of machine learning algorithms in areas
related to IoT. Khan et al. [24] and Altun et al. [25] use an artificial back-
propagation neural network to recognize human activity, such as walking,
sitting, running, etc. Choi et al. [26] use a neural network of reverse propagation
for Smart Home applications. Lane et al. [27] offer deep learning networks and
convolutional neural network models for processing data from IoT sensors.

Thereby, machine learning algorithms are widely used in areas related to
IoT. However, these research works solve local and limited problems, and they
are not suitable for data processing from heterogeneous loT sensors and devices.

PROBLEM DEFINITION

The main idea of paper — we propose to use of competence ontology for re-
trieval and analyzing of Big Data from individual digital devices (mobile tele-
phones etc.). Such data can characterize the level of person’s competence for
concrete proposal in situations with informal and non-formal education. We
propose to match atomic competencies that are integrated into domain ontology.

Semantic representation (ontologies) that simulate the behavior and
characteristics of IoT things is essential for the interoperability of these things,
their discovery and selection for specific tasks.

The external ontology of IoT-things sensors (SSN ontology) for preliminary
processing of heterogeneous unstructured and semi-structured Big Data
generated by these sensors at the Extraction-Transformation-Loading (ETL)
stage can be used. Methods of machine learning and logical inference can help
in generation of the rules for Big Data processing.

REQUIREMENTS FOR SEMANTIC-ORIENTED loT BIG DATA PROCESSING ARCHITECTURE

Overview of existing [oT platforms indicates the main directions of development
of their functionality:

- Simulation of semantic data. Semantic Web allows to describe IoT
domain by standard protocols and dictionaries. New frameworks support various
aspects of semantic-oriented modeling, storage and processing of data oriented
to semantics. However, one of their missing features is the use of logical
inferences on knowledge and rule-based inference.

- Big Data analytics and machine learning: Big Data generated by IoT (as
opposed to previous sensor systems with limited data storage and processing
capabilities) needs in analysis of large volumes of data. Therefore, we plan to use not
only Big Data analytics, but also modem ML approaches, such as deep learning.

The implementation of above functionalities can be realized if the following
non-functional requirements are fulfilled:

- common JoT standards that increase requirements for interoperability.
Therefore, the new 10T structure should be based only on common standards and
refrain from developing its own solutions.

- system openness: higher interconnection and interoperability are possible only
on base of open systems. Nowadays, a service-oriented approach where the
functionality of the system can be accessed through standard Web services or by open
API is required. Web services provide interconnectivity and openness.
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Semantic data modeling is very suitable for IoT. To solve the problems of
data modeling and management in complex information systems, recent works
use innovative solutions based on Semantic Web technologies.

The Semantic Web use for sensors is analyzed in [28]. IoT is the next target for
the Semantic Web, where heterogeneity is inherent in many types of sensor devices
and their output signals, multiple communication protocols and data formats, etc.

MACHINE LEARNING FOR BIG DATA ANALYTICS

Deep learning is a particular learning model that combines well with unstructured and
complex nature of the IoT domain. Deep neural networks are basically multilayered
ones with a large number of cascading layers that have learning capabilities for
hierarchical features. Deep learning works well in cases where the data set is huge and
there has a large number of functions (for example, individual image pixels, individual
elements or time series sequences, signals, etc.).

The main reason that makes deep learning the preferred choice for data
researchers is that traditional neural network models are not scalable enough to
provide solutions for Big Data. Meanwhile, deep neural networks usually do not
require domain knowledge and characteristics, and also work well with Big
Data, so directly submitting of raw data to deep learning model provides fast,
scalable and more accurate data analysis solutions.

ARCHITECTURE OF THE SEMANTIC PROCESSING OF 10T BIG DATA

We propose the conceptual architecture of the system intended for semantic
processing of IoT Big Data. It has multilevel structure for performing different
independent tasks. System contains five basic levels, namely:

(1) data collection,

(2) extraction-transformation-loading (ETL),

(3) logical inference based on semantic rules,

(4) machine learning,

(5) the result of the work of the levels from the lowest to the highest.

System processes the raw data from the sensors, adds semantics and rules,
executes machine learning, and finally, carries out some actions.

The first level in the structure is the level of data collection,

which is responsible for collecting all kinds of data from various sources, in
particular from sensors. It can be considered as an input layer, since the platform
uses this level to interact with sensors.

The incoming data is raw data, and the only task that this level performs is
receiving and transmitting the raw data to the ETL level for processing.

Vx € Tdd = ETL(x)

The second level in the structure is the level of ETL (Extract- Transform-
Loading). Incoming data from the acquisition level is accepted by the ETL level for
analysis. Since sensors of different types send data of different types and formats, the
ETL level contains sensor drivers to receive and analyze data accordingly. For
example, a humidity sensor and a temperature sensor send data in different formats.
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Fig. 2. Multilevel architecture of the semantic processing of IoT Big Data.

In addition, each sensor driver is responsible for receiving data in the
correct form, the correct block and format, depending on the sensor, its type and
version. For example, a temperature sensor from supplier A may provide data in
units of degrees Celsius, while another sensor from supplier B may provide data
in units of Fahrenheit. For this purpose, the ETL level is responsible for storing
data in the correct type and format, regardless of the type of sensor, with the help
of semantic technologies.

Data is converted to a semantic format RDF that is a basic language for
describing statements. At this stage, artifacts from the sensor network ontology
SSN are used together with ontology constructs.

The third level is the level of inference based on semantic rules. This layer
uses semantically enriched data from the ETL layer that analyzed with the help
of parsing rules defined by the corresponding drivers. The main purpose of the
reasoning layer is to mark the domain boundaries and draw basic conclusions
from the RDF data by use of the built- in reasoning mechanism. Two types of
rules are used for semantization of data from sensors. The first one is the rules of
logical inference characteristic for RDF, RDFS and OWL (these oriented on
particular language rules are automatically processed by inference engine). The
second type are the rules specific to the domain or user.

For example, in a smart home environment, we can maintain a temperature
of between 25 and 45 degrees Celsius. For this purpose, you can enter a domain
rule "If the temperature is above 45 degrees Celsius, then activate the air
conditioner or, if it is below 25, activate the heater." Domain-specific rules are
just important for system as semantic ones. The fourth level is the level of
learning. This level basically acquires features from data by machine learning
techniques. This level consists of two sub-steps — preprocessing and learning.
Various deep learning algorithms can be used for this purposes.
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The last level is the action layer. The results of learning are used for
selection of appropriate actions. For example, if the learning algorithm produces
three different results using data of meteorological indications to determine the
probability of rain, such as “low probability”, “average probability”, and “high
probability” then user decides what actions are caused by each result - if rain has

high probability then take an umbrella.

CONCLUSION

Implementing the new loT infrastructure is a challenge. There are many options
for this architecture and its components, but choosing the right technology and
method is a difficult task. Now we can choose many open source components to
create such structure. New features of such platform have two directions:
semantics and analysis of Big Data.

In this article we reviewed and discussed the requirements for the Big Data
processing platform architecture coming from IoT using new approaches to
using Big Data semantics and analysis. The platform will combine the semantic
infrastructure and Big Data and machine learning capabilities that will be
implemented based on semantic data.

This platform is designed to provide effective support for all types of sensors in
order to preserve data, substantiate the semantic rules for inferring these data and then
use machine learning methods to obtain the best results from Big Data processing.

We plan to implement the structure with the above tools and methods. We
will also use real-life examples of use in such areas as smart grids, e-health’s,
smart home, etc.
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BUKOPUCTAHHA CEMAHTHUYHOI'O MOJEJIIOBAHHA .
JJIS1 OBPOB OBPOBJIEHH BIG DATA B JJIOMEHI IHTEPHETY PEUEU

Beryn. BaximBrM KpokOM HOBOT TEXHIYHOI peBOIOLIT € po3BUTOK [HTepHeTY peueit (IoT), 06-
JIaAHAHOTO PI3HUMH €JIeKTPOHHUMH JaBadyaMH Ta KOHTPOJEpaMH, SIKi AUCTAHIIHHO MpPaLiOIOTh 3
LUMH pedaMu. Y CTaTTi po3risiHyTo ocobnuBocti Big Data, ctBopenux 3a TexHonoriero [HrepHe-
Ty pedeii, a TakoX MPE3EHTOBAHO METOONOTiI0 0OPOOICHHS IMX BEIMKHUX JAHUX 3 BUKOPUCTAH-
HSIM CEMaHTUYHOTO MOJICITIOBAHHS (OHTOJIOTIT) Ha BCIX €Tarax XUTTEBOTO IUKITY BENMKHX JAHUX.
CeMaHTHYHE MOZIENIIOBAHHS Ja€ 3MOTY YCYHYTH TakKi CyNepedHOCTi B IINX TEXHONOTISX, K HEO.I-
HOPIAHICTD MPUCTPOIB 1 peyeid, 110 3yMOBIIOE HEOIHOPIIHICT TUIIIB JaHUX, SIKI IX BUPOOJISIOT.
MarvHHe HaBYaHHsI BUKOPHCTOBYFOTB SIK IHCTPYMEHT JUISl aHANI3y BEJIMKUX JaHUX: BiH 3a0e3re-
4ye JIOTIYHE BUBECHHS MPABUII, SIKi MOXXYTh OYTH 3aCTOCOBaHI 0 0OpOOIeHHS iH(popMaIil, mo
reHepyeTbest cuctemoro Smart Home.

MeTo10 CTaTTi € BAKOPUCTAHHS TTHOOKOTO MAIIMHHOTO HaBYaHHs, OCHOBAHOTO Ha 3r0-
PTKOBUX HEHPOHHHX MEpEeXax, OCKUIBKH LI MOJENb MAIIUHHOTO HABYaHHS BiAMOBilae 00-
POOGJIEHHIO HECTPYKTYPOBAHOTO Ta CKJIagHoro qomeHy loT.

Pe3yabTaTu. 3anponoHOBaHUI MiaXiJ MiABHINYE €EKTHBHICTh OOPOOICHHS BEIUKUX
nmauux [oT 1 Bigpi3HIETHCS BiJl TPAIUIIHUX crcTeM OOpOOJICHHS 3a JOMOMOTH 0a3u JaHuX
NoSQL, po3nofinieHnx apXiTeKTyp i CEMAaHTUYHOTO MOJICIIFOBaHHSI. 3apONIOHOBAHO BUKOPHU-
CTOBYBATH INIMOOKE MalllMHHE HaBYaHHs, 10 0a3yeThcs Ha HEHPOHHHUX Mepexax, MPUCTOCO-
BaHHMX JJIsI HECTPYKTYpoBaHMX NaHuX loT.3ampomoHoBaHy KOHIENTYalbHY apXiTEKTypy
cucremMu 00poOieHHs Beinukux AaHux it [oT omumcano Ha mpukmani 6a3u pannx NoSQL
mist Smart Home.

BucHoBkH. 3arporoHoBaHa apXiTeKTypa CUCTEMH OOpOOJIEHHS BENUKHX AaHuX s [oT
CKJIQJIA€THCS 3 M'SITH HE3aJIeKHHUX piBHIB. Ha KOKHOMY 3 IUX pIBHIB MOXKHAa BHKOPHCTOBYBATH
KOMOIHOBaHHMH TiJIXiJ] CEMAHTUYHOTO MOJIEITFOBAaHHS T4 METO/IB IHTEIEKTyalbHOro aHalli3y Ja-
HHX. 3a3HauyeHy IaThopMy MOXKHA TIOEHYBATH 3 BEIUKOIO KiIbKICTIO BIIKPUTHX KOMITOHEHTIB.

Knrwowuoegi cnosa: Inoycmpis 4.0, Beauki oani, Inmepnem peueil, OHMONO2IsS, CEMAHMUYHUL
Web, negopmanvhe ma inghopmanvhe HABUAHHS.
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UCHOJIB30OBAHUE CEMAHTUYECKOI'O MOJEJIMPOBAHUS
JJIS1 OBPABOTKU BIG DATA B JOMEHE MHTEPHETA BEIIEU

Paccmotpena crnenuduka Big Data, KoTOpble TeHepHpYeT TeXHOIOTHs MHTepHeT Belieil, a
TaKoKe MPEJCTaBIeHAa METOMOJOTHS X 00pabOTKH CEMAaHTHYECKOTO MOJEIMPOBAHUS (OHTO-
JIOTHiA) Ha BCEX dTarax KU3HEHHOro LUKJIa 0ONbIINX JaHHBIX. CeMaHTHYeCKOe MOJIEINPOBa-
HHUE T03BOJIAET YCTPAaHUTh TaKWe MPOTHBOPEUMs B TEXHOJIOIHUAX, KaK I€TepPOreHHOCTb YCT-
polictB u naHHbIX. [Ipemiaraercst ucnoibp30BaHHE MalIMHHOE OOydeHuWe Juid aHanu3a Big
Data, co3gaBaeMbIX HH(QOPMAIIMOHHOM CHCTEMOM YMHOTO JIoMa. [IpeanokeHo UCroib30BaTh
rirybokoe MalIMHHOE 00y4yeHue, 6a3upyrolleecs Ha CBEPTOUHBIX HEHPOHHBIX CETSIX, IPUCIIO-
COONIEHHBIX ISl HECTPYKTYpHpoBaHHBIX HaHHBIX [0T. IIpeacTaBieHs! HOBBIC HMOAXOABI VIS
00paboTKu OOJNBIIMX JAaHHBIX, KOTOPBIC MOBBIMAIOT d(dekTHBHOCTL 00padoTku Big Data B
IoT. IlpencraBneHa KOHLENTyalbHas apXUTEKTypa CHCTEMBI 0OpabOTKH OOJIBIINX TaHHBIX
quis VIHTepHeTa Bellled Ha mpumepe CreHepupoBaHHOM 0a3bl naHHBIX NoSQL a1t ymHOro
noMa. JlaHHas apXHUTEKTypa COCTOUT M3 IIATH HE3aBUCHMBIX YPOBHEH, KaXIblii U3 KOTOPBIX
MOJKET UCII0JIb30BaTh CEMaHTUYECKOE MOJIENNPOBaHHE.

Knrwuesvie cnosa: Hnoycmpus 4.0, Bonvwue Oaunvie, Humepnem eeweil, OHMONO2US,
cemanmuyeckuti Web, negpopmanvroe u ungopmanvroe obyuenue.
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