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# WICK CALCULUS ON SPACES OF REGULAR GENERALIZED FUNCTIONS OF LÉVY WHITE NOISE ANALYSIS 

Many objects of the Gaussian white noise analysis (spaces of test and generalized functions, stochastic integrals and derivatives, etc.) can be constructed and studied in terms of so-called chaotic decompositions, based on a chaotic representation property (CRP): roughly speaking, any square integrable with respect to the Gaussian measure random variable can be decomposed in a series of Itô's stochastic integrals from nonrandom functions. In the Lévy analysis there is no the CRP (except the Gaussian and Poissonian particular cases). Nevertheless, there are different generalizations of this property. Using these generalizations, one can construct different spaces of test and generalized functions. And in any case it is necessary to introduce a natural product on spaces of generalized functions, and to study related topics. This product is called a Wick product, as in the Gaussian analysis.

The construction of the Wick product in the Lévy analysis depends, in particular, on the selected generalization of the CRP. In this paper we deal with Lytvynov's generalization of the CRP and with the corresponding spaces of regular generalized functions. The goal of the paper is to introduce and to study the Wick product on these spaces, and to consider some related topics (Wick versions of holomorphic functions, interconnection of the Wick calculus with operators of stochastic differentiation). Main results of the paper consist in study of properties of the Wick product and of the Wick versions of holomorphic functions. In particular, we proved that an operator of stochastic differentiation is a differentiation (satisfies the Leibniz rule) with respect to the Wick multiplication.
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## Introduction

Due to development of physics and mathematics (in particular, of the quantum field theory, of the mathematical physics, of the theory of random processes) there is a need to develop a theory of test and generalized functions of infinitely many variables. There are different approaches to building of such a theory. Correspondingly, different spaces of test and generalized functions are the object of study. One of the most successful approaches consists in building of the just now mentioned spaces in such a way that the natural pairing between test and generalized functions is generated by integration with respect to some probability measure on a dual nuclear space (in particular, on a dual Schwartz space). First it was the standard Gaussian measure (the measure of a Gaussian white noise), the corresponding theory is called the Gaussian white noise analysis (see, e.g., [10,21]); then it were realized numerous generalizations. In particular, important for applications results can be obtained if as the above-mentioned

[^1]measure one uses a so-called Lévy white noise measure (e.g., [4,5]), the corresponding theory is called the Lévy white noise analysis.

An important role in the Gaussian analysis belongs to a so-called chaotic representation property (CRP): roughly speaking, any square integrable with respect to the Gaussian measure random variable can be decomposed in a series of Itô's stochastic integrals from nonrandom functions. In particular, the CRP can be used in order to construct the extended Skorohod stochastic integral [13,27] and the Hida stochastic derivative [10].

Unfortunately, in the Lévy analysis there is no the CRP [29] (except Gaussian and Poissonian particular cases). Nevertheless, there are different approaches to a generalization of this property: Itô's approach [12], Nualart-Schoutens' approach [24,25], Lytvynov's approach [23], Oksendal's approach [4,5], etc. The interconnections between these generalizations of the CRP are described in, in particular, $[1,4,5,17,23,28,30]$.

One can use different generalizations of the CRP and construct different spaces of test and generalized functions in the Lévy analysis, depending on the purpose of the research. And in any case, for solving of some problems, or even simply for the completeness of the theory, it is necessary to introduce a natural product on spaces of generalized functions, and to study related topics. In the classical Gaussian analysis such a product, known as a Wick product, can be introduced with use of symmetric tensor products of kernels from natural decompositions of generalized functions (e.g., [22]). But in a general Lévy analysis the situation is more complicated: now the construction of a product on spaces of generalized functions appreciably depends on the construction of the just now mentioned spaces that, by-turn, depends, in particular, on the selected generalization of the CRP. For example, elements of the Lévy analysis in terms of Oksendal's generalization of the CRP and, in particular, the corresponding Wick product and related topics, are considered in [4,5].

In this paper we deal with so-called regular parametrized Kondratiev-type spaces of generalized functions of the Lévy white noise analysis [16], which are constructed with use of Lytvynov's generalization of the CRP. The goal of the paper is to introduce and to study a natural product (a Wick product) on these spaces, and to consider some related topics (Wick versions of holomorphic functions, stochastic equations with Wick type nonlinearities, interconnection of the Wick calculus with operators of stochastic differentiation). Main results of the paper consist in study of properties of the Wick product and of the Wick versions of holomorphic functions. In particular, we proved that an operator of stochastic differentiation is a differentiation (satisfies the Leibniz rule) with respect to the Wick multiplication.

Note that, as distinguished from the Gaussian case, now the symmetric tensor product of kernels from natural decompositions of generalized functions is indeterminated, therefore we introduce an applicable generalization of this product, by analogy with a so-called Gamma white noise analysis [15] and a more general Meixner white noise analysis [14].

The paper is organized in the following manner. In the first section we recall necessary notions, definitions and statements. Namely, we introduce a Lévy process $L$ and convenient for our considerations probability space connected with $L$; describe in detail Lytvynov's generalization of the CRP; consider a regular parametrized rigging of $\left(L^{2}\right)$, and the stochastic integrals, derivatives, and operators of stochastic differentiation on the spaces that belong to this rigging. The second section is devoted to the Wick calculus: in the first subsection we introduce and study the Wick product and the Wick versions of holomorphic functions on the spaces of regular generalized functions; in the second subsection we study an interconnection
between the Wick calculus and the operator of stochastic differentiation.

## 1 Preliminaries

In this paper we accept on default that signs $\|\cdot\|_{H}$ or $|\cdot|_{H}$ denote the norm in a space $H$; a sign $(\cdot, \cdot)_{H}$ denotes the scalar product in $H$; signs $\langle\cdot, \cdot\rangle_{H}$ or $\langle\langle\cdot, \cdot\rangle\rangle_{H}$ denote the dual pairing generated by the scalar product in $H$.

### 1.1 Lévy processes

Set $\mathbb{R}_{+}:=[0,+\infty)$. Consider a real-valued locally square integrable Lévy process $L=$ $\left(L_{t}\right)_{t \in \mathbb{R}_{+}}$(i.e. a random process on $\mathbb{R}_{+}$with stationary independent increments and such that $L_{0}=0$ ) without Gaussian part and drift. As is known (e.g., [5]), the characteristic function of $L$ is

$$
\begin{equation*}
\mathbb{E}\left[e^{i \theta L_{t}}\right]=\exp \left[t \int_{\mathbb{R}}\left(e^{i \theta x}-1-i \theta x\right) v(d x)\right] \tag{1}
\end{equation*}
$$

Here $v$ is the Lévy measure of $L$, which is a measure on $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$, here and below $\mathcal{B}$ denotes the Borel $\sigma$-algebra; $\mathbb{E}$ denotes the expectation. We assume that $v$ is a Radon measure whose support contains an infinite number of points, $v(\{0\})=0$, there exists $\varepsilon>0$ such that

$$
\int_{\mathbb{R}} x^{2} e^{\varepsilon|x|} v(d x)<\infty
$$

and

$$
\begin{equation*}
\int_{\mathbb{R}} x^{2} v(d x)=1 \tag{2}
\end{equation*}
$$

Let us define the measure of the white noise of $L$. By $\mathcal{D}$ denote the set of all real-valued infinite-differentiable functions on $\mathbb{R}_{+}$with compact supports. As is known, $\mathcal{D}$ can be endowed by the projective limit topology generated by a family of Sobolev spaces (e.g., [3]). Let $\mathcal{D}^{\prime}$ be the set of linear continuous functionals on $\mathcal{D}$. For $\omega \in \mathcal{D}^{\prime}$ and $\varphi \in \mathcal{D}$ denote $\omega(\varphi)$ by $\langle\omega, \varphi\rangle$; note that one can understand $\langle\cdot, \cdot\rangle$ as the dual pairing generated by the scalar product in the space $L^{2}\left(\mathbb{R}_{+}\right)$of (classes of) square integrable with respect to the Lebesgue measure real-valued functions on $\mathbb{R}_{+}$(e.g., [3]). The notation $\langle\cdot, \cdot\rangle$ will be preserved for dual pairings in tensor powers of riggings of $L^{2}\left(\mathbb{R}_{+}\right)$and in tensor powers of complexifications of such riggings.

Definition 1. A probability measure $\mu$ on $\left(\mathcal{D}^{\prime}, \mathcal{C}\left(\mathcal{D}^{\prime}\right)\right)$, where $\mathcal{C}$ denotes the cylindrical $\sigma$ algebra, with the Fourier transform

$$
\begin{equation*}
\int_{\mathcal{D}^{\prime}} e^{i\langle\omega, \varphi\rangle} \mu(d \omega)=\exp \left[\int_{\mathbb{R}_{+} \times \mathbb{R}}\left(e^{i \varphi(u) x}-1-i \varphi(u) x\right) d u v(d x)\right], \quad \varphi \in \mathcal{D}, \tag{3}
\end{equation*}
$$

is called the measure of a Lévy white noise.
The existence of $\mu$ follows from the Bochner-Minlos theorem (e.g., [11]), this proved in [23]. Below we assume that the $\sigma$-algebra $\mathcal{C}\left(\mathcal{D}^{\prime}\right)$ is completed with respect to $\mu$, i.e. we take the completion of $\mathcal{C}\left(\mathcal{D}^{\prime}\right)$ and preserve for this completion the previous designation. So, now $\mathcal{C}\left(\mathcal{D}^{\prime}\right)$ contains all subsets of all measurable sets $O$ such that $\mu(O)=0$.

Denote by $\left(L^{2}\right):=L^{2}\left(\mathcal{D}^{\prime}, \mathcal{C}\left(\mathcal{D}^{\prime}\right), \mu\right)$ the space of (classes of) complex-valued square integrable with respect to $\mu$ functions on $\mathcal{D}^{\prime}$. Let $f \in L^{2}\left(\mathbb{R}_{+}\right)$and a sequence $\left(\varphi_{k} \in \mathcal{D}\right)_{k \in \mathbb{N}}$
converge to $f$ in $L^{2}\left(\mathbb{R}_{+}\right)$as $k \rightarrow \infty$ (as is well known (e.g., [3]), $\mathcal{D}$ is a dense set in $L^{2}\left(\mathbb{R}_{+}\right)$). One can show $[4,5,17,23]$ that $\langle 0, f\rangle:=\left(L^{2}\right)-\lim _{k \rightarrow \infty}\left\langle 0, \varphi_{k}\right\rangle$ (i.e. the limit in the topology of the space $\left.\left(L^{2}\right)\right)$ is well-defined as an element of $\left(L^{2}\right)$.

Denote by $1_{A}$ the indicator of a set $A$. Set $1_{[0,0)} \equiv 0$ and consider $\left\langle 0,1_{[0, t)}\right\rangle \in\left(L^{2}\right), t \in \mathbb{R}_{+}$. It follows from (1) and (3) that $\left(\left\langle 0,1_{[0, t)}\right\rangle_{t \in \mathbb{R}_{+}}\right)$can be identified with a Lévy process on the probability space $\left(\mathcal{D}^{\prime}, \mathcal{C}\left(\mathcal{D}^{\prime}\right), \mu\right)$ (see, e.g., $\left.[4,5]\right)$. So, one can write $L_{t}=\left\langle 0,1_{[0, t)}\right\rangle \in\left(L^{2}\right)$.

### 1.2 Lytvynov's generalization of the CRP

Denote by $\widehat{\otimes}$ a symmetric tensor product, by a subscript $\mathbb{C}$ complexifications of spaces. Set $\mathbb{Z}_{+}:=\mathbb{N} \cup\{0\}$. Denote by $\mathcal{P}$ the set of complex-valued polynomials on $\mathcal{D}^{\prime}$ that consists of zero and elements of the form

$$
f(\omega)=\sum_{n=0}^{N_{f}}\left\langle\omega^{\otimes n}, f^{(n)}\right\rangle, \quad \omega \in \mathcal{D}^{\prime}, N_{f} \in \mathbb{Z}_{+}, f^{(n)} \in \mathcal{D}_{\mathbb{C}}^{\widehat{\otimes} n}, f^{\left(N_{f}\right)} \neq 0
$$

here $N_{f}$ is called the power of a polynomial $f ;\left\langle\omega^{\otimes 0}, f^{(0)}\right\rangle:=f^{(0)} \in \mathcal{D}_{\mathbb{C}}^{\widehat{\otimes} 0}:=\mathbb{C}$. The measure $\mu$ of a Lévy white noise has a holomorphic at zero Laplace transform (this follows from (3) and properties of the measure $v$, see also [23]), therefore $\mathcal{P}$ is a dense set in $\left(L^{2}\right)$ [26]. Denote by $\mathcal{P}_{n}$ the set of polynomials of power smaller or equal to $n$, by $\overline{\mathcal{P}}_{n}$ the closure of $\mathcal{P}_{n}$ in $\left(L^{2}\right)$. Let for $n \in \mathbb{N} \mathbf{P}_{n}:=\overline{\mathcal{P}}_{n} \ominus \overline{\mathcal{P}}_{n-1}$ (the orthogonal difference in $\left(L^{2}\right)$ ), $\mathbf{P}_{0}:=\overline{\mathcal{P}}_{0}$. It is clear that

$$
\left(L^{2}\right)=\underset{n=0}{\infty} \mathbf{P}_{n}
$$

Let $f^{(n)} \in \mathcal{D}_{\mathbb{C}}^{\widehat{\otimes} n}, n \in \mathbb{Z}_{+}$. Denote by : $\left\langle\circ^{\otimes n}, f^{(n)}\right\rangle$ : the orthogonal projection of a monomial $\left\langle\circ^{\otimes n}, f^{(n)}\right\rangle$ onto $\mathbf{P}_{n}$. Let us define real (i.e. bilinear) scalar products $(\cdot, \cdot)_{\text {ext }}$ on $\mathcal{D}_{\mathbb{C}}^{\widehat{\otimes} n}, n \in \mathbb{Z}_{+}$, by setting for $f^{(n)}, g^{(n)} \in \mathcal{D}_{\mathrm{C}}^{\widehat{\otimes} n}$

$$
\begin{equation*}
\left(f^{(n)}, g^{(n)}\right)_{e x t}:=\frac{1}{n!} \int_{\mathcal{D}^{\prime}}:\left\langle\omega^{\otimes n}, f^{(n)}\right\rangle::\left\langle\omega^{\otimes n}, g^{(n)}\right\rangle: \mu(d \omega) \tag{4}
\end{equation*}
$$

This definition is well posed: it is clear that $(\cdot, \cdot)_{\text {ext }}$ are quasiscalar products on $\mathcal{D}_{\mathrm{C}}^{\widehat{\otimes} n}$, the fact that these products are scalar follows from their explicit formula calculated in [23] (see formula (6) below).

By $|\cdot|_{\text {ext }}$ we denote the norms corresponding to scalar products (4), i.e.

$$
\left|f^{(n)}\right|_{e x t}:=\sqrt{\left(f^{(n)}, \overline{f^{(n)}}\right)_{e x t}}
$$

Denote by $\mathcal{H}_{\text {ext }}^{(n)}, n \in \mathbb{Z}_{+}$, the completions of $\mathcal{D}_{\mathbb{C}}^{\widehat{\otimes} n}$ with respect to the norms $|\cdot|_{\text {ext }}$. For $F^{(n)} \in \mathcal{H}_{e x t}^{(n)}$ define a Wick monomial : $\left\langle\circ^{\otimes n}, F^{(n)}\right\rangle: \stackrel{\text { def }}{=}\left(L^{2}\right)-\lim _{k \rightarrow \infty}:\left\langle\circ^{\otimes n}, f_{k}^{(n)}\right\rangle:$, where $\mathcal{D}_{\mathrm{C}}^{\widehat{\otimes} n} \ni f_{k}^{(n)} \rightarrow F^{(n)}$ as $k \rightarrow \infty$ in $\mathcal{H}_{\text {ext }}^{(n)}$ (the well-posedness of this definition can be proved by the method of "mixed sequences"). Since, as is easy to see, for each $n \in \mathbb{Z}_{+}$the set $\left\{:\left\langle o^{\otimes n}, f^{(n)}\right\rangle: \mid f^{(n)} \in \mathcal{D}_{\mathrm{C}}^{\widehat{\otimes} n}\right\}$ is dense in $\mathbf{P}_{n}, F \in\left(L^{2}\right)$ if and only if there exists a unique sequence of kernels $F^{(n)} \in \mathcal{H}_{\text {ext }}^{(n)}, n \in \mathbb{Z}_{+}$, such that

$$
\begin{equation*}
F=\sum_{n=0}^{\infty}:\left\langle 0^{\otimes n}, F^{(n)}\right\rangle: \tag{5}
\end{equation*}
$$

(the series converges in $\left(L^{2}\right)$ ) and

$$
\|F\|_{\left(L^{2}\right)}^{2}=\int_{\mathcal{D}^{\prime}}|F(\omega)|^{2} \mu(d \omega)=\mathbb{E}|F|^{2}=\sum_{n=0}^{\infty} n!\left|F^{(n)}\right|_{e x t}^{2}<\infty .
$$

So, for $F, G \in\left(L^{2}\right)$ the real scalar product has a form

$$
(F, G)_{\left(L^{2}\right)}=\int_{\mathcal{D}^{\prime}} F(\omega) G(\omega) \mu(d \omega)=\mathbb{E}[F G]=\sum_{n=0}^{\infty} n!\left(F^{(n)}, G^{(n)}\right)_{\text {ext }},
$$

where $F^{(n)}, G^{(n)} \in \mathcal{H}_{\text {ext }}^{(n)}$ are the kernels from decompositions (5) for $F$ and $G$ respectively. In particular, for $F^{(n)} \in \mathcal{H}_{\text {ext }}^{(n)}$ and $G^{(m)} \in \mathcal{H}_{\text {ext }}^{(m)}, n, m \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
\left(:\left\langle o^{\otimes n}, F^{(n)}\right\rangle:,:\left\langle o^{\otimes m}, G^{(m)}\right\rangle:\right)_{\left(L^{2}\right)} & =\int_{\mathcal{D}^{\prime}}:\left\langle\omega^{\otimes n}, F^{(n)}\right\rangle::\left\langle\omega^{\otimes m}, G^{(m)}\right\rangle: \mu(d \omega) \\
& =\mathbb{E}\left[:\left\langle o^{\otimes n}, F^{(n)}\right\rangle::\left\langle o^{\otimes m}, G^{(m)}\right\rangle:\right]=\delta_{n, m} n!\left(F^{(n)}, G^{(n)}\right)_{\text {ext }} .
\end{aligned}
$$

Also we note that in the space $\left(L^{2}\right):\left\langle\circ^{\otimes 0}, F^{(0)}\right\rangle:=\left\langle\circ^{\otimes 0}, F^{(0)}\right\rangle=F^{(0)}$ and $:\left\langle\circ, F^{(1)}\right\rangle:=\left\langle\circ, F^{(1)}\right\rangle$ [23].

In what follows, we need an explicit formula for the scalar products $(\cdot, \cdot)_{\text {ext }}$. Let us write out this formula. Denote by $\|\cdot\|_{v}$ the norm in the space $L^{2}(\mathbb{R}, v)$ of (classes of) square integrable with respect to the Lévy measure $v$ (see (1)) real-valued functions on $\mathbb{R}$. Let

$$
p_{n}(x):=x^{n}+a_{n, n-1} x^{n-1}+\cdots+a_{n, 1} x, \quad a_{n, j} \in \mathbb{R}, j \in\{1, \ldots, n-1\}, n \in \mathbb{N},
$$

be polynomials orthogonal in $L^{2}(\mathbb{R}, v)$, i.e. for natural numbers $n, m$ such that $n \neq m$, $\int_{\mathbb{R}} p_{n}(x) p_{m}(x) v(d x)=0$. Then, as it follows from [23], for $F^{(n)}, G^{(n)} \in \mathcal{H}_{\text {ext }}^{(n)}, n \in \mathbb{N}$,

$$
\begin{align*}
& \left(F^{(n)}, G^{(n)}\right)_{\text {ext }} \equiv\left(F^{(n)}, G^{(n)}\right)_{\mathcal{H}_{e x t}^{(n)}}^{(n)} \\
& =\sum_{\substack{k, l_{j}, s_{j} \in \mathbb{N}: j=1, \ldots, k, l_{1}>_{2}>\cdots>l_{k^{\prime}}}} \frac{n!}{s_{1}!\cdots s_{k}!}\left(\frac{\left\|p_{l_{1}}\right\|_{v}}{l_{1}!}\right)^{2 s_{1}} \cdots\left(\frac{\left\|p_{l_{k}}\right\|_{v}}{l_{k}!}\right)^{2 s_{k}} \\
& \times \int_{\mathbb{R}_{+}^{s_{1}}+\cdots+s_{k}} F^{(n)}(\underbrace{u_{1}, \ldots, u_{1}}_{l_{1}}, \cdots, \underbrace{u_{s_{1}}, \ldots, u_{s_{1}}}_{l_{1}}, \cdots, \underbrace{u_{s_{1}+\cdots+s_{k}}, \ldots, u_{s_{1}+\cdots+s_{k}}}_{l_{k}})  \tag{6}\\
& \times G^{(n)}(\underbrace{u_{1}, \ldots, u_{1}}_{l_{1}}, \cdots, \underbrace{u_{s_{1}}, \ldots, u_{s_{1}}}_{l_{1}}, \cdots, \underbrace{u_{s_{1}+\cdots+s_{k}}, \ldots, u_{s_{1}+\cdots+s_{k}}}_{l_{k}}) d u_{1} \cdots d u_{s_{1}+\cdots+s_{k}} .
\end{align*}
$$

In particular, for $n=1$

$$
\begin{equation*}
\left(F^{(1)}, G^{(1)}\right)_{e x t} \equiv\left(F^{(1)}, G^{(1)}\right)_{\mathcal{H}_{e x t}^{(1)}}=\left\|p_{1}\right\|_{v}^{2} \int_{\mathbb{R}_{+}} F^{(1)}(u) G^{(1)}(u) d u=\left(F^{(1)}, G^{(1)}\right)_{L^{2}\left(\mathbb{R}_{+}\right)} \tag{7}
\end{equation*}
$$

(by (2) $\left\|p_{1}\right\|_{v}^{2}=\int_{\mathbb{R}} x^{2} v(d x)=1$ ); in the case $n=2$ we have

$$
\begin{aligned}
& \left(F^{(2)}, G^{(2)}\right)_{e x t} \equiv\left(F^{(2)}, G^{(2)}\right)_{\mathcal{H}_{e x t}^{(2)}}=\left\|p_{1}\right\|_{v}^{4} \int_{\mathbb{R}_{+}^{2}} F^{(2)}\left(u_{1}, u_{2}\right) G^{(2)}\left(u_{1}, u_{2}\right) d u_{1} d u_{2} \\
& +\frac{\left\|p_{2}\right\|_{v}^{2}}{2} \int_{\mathbb{R}_{+}} F^{(2)}(u, u) G^{(2)}(u, u) d u=\left(F^{(2)}, G^{(2)}\right)_{L^{2}\left(\mathbb{R}_{+}\right)_{C}^{\otimes 2}}+\frac{\left\|p_{2}\right\|_{v}^{2}}{2} \int_{\mathbb{R}_{+}} F^{(2)}(u, u) G^{(2)}(u, u) d u,
\end{aligned}
$$

etc.

Remark. Note that the explicit formula for scalar products in $\mathcal{H}_{\text {ext }}^{(n)}, n \in \mathbb{Z}_{+}$, calculated in [23], differs from (6). But it is very easy to verify that actually these formulas differ by the record form only.

Denote $\mathcal{H}:=L^{2}\left(\mathbb{R}_{+}\right)$, then $\mathcal{H}_{\mathrm{C}}=L^{2}\left(\mathbb{R}_{+}\right)_{\mathrm{C}}$ (in what follows, this notation will be used very often). It follows from (7) that $\mathcal{H}_{\text {ext }}^{(1)}=\mathcal{H}_{C}$; and, as is easily seen, for $n \in \mathbb{N} \backslash\{1\}$ one can identify $\mathcal{H}_{\mathrm{C}}^{\widehat{\otimes} n}$ with the proper subspace of $\mathcal{H}_{\text {ext }}^{(n)}$ that consists of "vanishing on diagonals" elements (roughly speaking, such that $F^{(n)}\left(u_{1}, \ldots, u_{n}\right)=0$ if there exist $k, j \in\{1, \ldots, n\}: k \neq j$, but $u_{k}=u_{j}$ ). In this sense the space $\mathcal{H}_{\text {ext }}^{(n)}$ is an extension of $\mathcal{H}_{C}^{\widehat{\otimes} n}$ (this explains why we use the subscript "ext" in our designations).

### 1.3 A regular rigging of $\left(L^{2}\right)$

Denote $\mathcal{P}_{W}:=\left\{f=\sum_{n=0}^{N_{f}}:\left\langle 0^{\otimes n}, f^{(n)}\right\rangle:, f^{(n)} \in \mathcal{D}_{\mathbb{C}}^{\widehat{\otimes} n}, N_{f} \in \mathbb{Z}_{+}\right\} \subset\left(L^{2}\right)$. Accept on default $\beta \in[0,1], q \in \mathbb{Z}$ in the case $\beta \in(0,1]$ and $q \in \mathbb{Z}_{+}$if $\beta=0$. Define real (bilinear) scalar products $(\cdot, \cdot)_{q, \beta}$ on $\mathcal{P}_{W}$ by setting for

$$
\begin{aligned}
& f=\sum_{n=0}^{N_{f}}:\left\langle\circ^{\otimes n}, f^{(n)}\right\rangle:, g=\sum_{n=0}^{N_{g}}:\left\langle o^{\otimes n}, g^{(n)}\right\rangle: \in \mathcal{P}_{W} \\
& (f, g)_{q, \beta}:=\sum_{n=0}^{\min \left(N_{f}, N_{g}\right)}(n!)^{1+\beta} 2^{q n}\left(f^{(n)}, g^{(n)}\right)_{e x t} .
\end{aligned}
$$

It is easy to verify that the axioms of a scalar product are fulfilled. In particular, if $(f, \bar{f})_{q, \beta}=0$ then $f=0$ in $\left(L^{2}\right)$. In fact, $(f, \bar{f})_{q, \beta}=\sum_{n=0}^{N_{f}}(n!)^{1+\beta} 2^{q n}\left|f^{(n)}\right|_{\text {ext }}^{2}=0$ if and only if $\left|f^{(n)}\right|_{\text {ext }}^{2}=0$ for each $n \in\left\{0, \ldots, N_{f}\right\}$, so $\|f\|_{\left(L^{2}\right)}^{2}=\sum_{n=0}^{N_{f}} n!\left|f^{(n)}\right|_{\text {ext }}^{2}=0$.

Let $\|\cdot\|_{q, \beta}$ be the norms corresponding to scalar products $(\cdot, \cdot)_{q, \beta}$, i.e. $\|f\|_{q, \beta}=\sqrt{(f, \bar{f})_{q, \beta}}$. Denote by $\left(L^{2}\right)_{q}^{\beta}$ the completions of $\mathcal{P}_{W}$ with respect to these norms; and set $\left(L^{2}\right)^{\beta}:=\underset{q \rightarrow+\infty}{\operatorname{pr} \lim }\left(L^{2}\right)_{q}^{\beta}$ (the projective limit of spaces, i.e. $\left(L^{2}\right)^{\beta}=\bigcap_{q}\left(L^{2}\right)_{q}^{\beta}$ provided by the projective limit topology, see, e.g., $[2,3]$ for details).
Definition 2. The spaces $\left(L^{2}\right)_{q}^{\beta}$ and $\left(L^{2}\right)^{\beta}$ are called parametrized Kondratiev-type spaces of regular test functions.

As is easy to see, $F \in\left(L^{2}\right)_{q}^{\beta}$ if and only if $F$ can be uniquely presented as series (5) (with kernels $\left.F^{(n)} \in \mathcal{H}_{e x t}^{(n)}\right)$ that converges in $\left(L^{2}\right)_{q}^{\beta}$, and

$$
\begin{equation*}
\|F\|_{q, \beta}^{2}:=\|F\|_{\left(L^{2}\right)_{q}^{\beta}}^{2}=\sum_{n=0}^{\infty}(n!)^{1+\beta} 2^{q n}\left|F^{(n)}\right|_{e x t}^{2}<\infty . \tag{8}
\end{equation*}
$$

Further, it is clear that for $F, G \in\left(L^{2}\right)_{q}^{\beta}$ the real scalar product has a form

$$
(F, G)_{\left(L^{2}\right)_{q}^{\beta}}=\sum_{n=0}^{\infty}(n!)^{1+\beta} 2^{q n}\left(F^{(n)}, G^{(n)}\right)_{e x t},
$$

where $F^{(n)}, G^{(n)} \in \mathcal{H}_{\text {ext }}^{(n)}$ are the kernels from decompositions (5) for $F$ and $G$ respectively. Finally, $F \in\left(L^{2}\right)^{\beta}$ if and only if $F$ can be uniquely presented in form (5) and series (8) converges for each $q \in \mathbb{Z}_{+}$.

Proposition ([16]). For any $\beta \in(0,1]$ and any $q \in \mathbb{Z}$, in the same way as for $\beta=0$ and any $q \in \mathbb{Z}_{+}$, the space $\left(L^{2}\right)_{q}^{\beta}$ is densely and continuously embedded into $\left(L^{2}\right)$.

Taking into account this result, we can consider a chain (a parametrized regular rigging of ( $\left.L^{2}\right)$ )

$$
\begin{equation*}
\left(L^{2}\right)^{-\beta} \supset\left(L^{2}\right)_{-q}^{-\beta} \supset\left(L^{2}\right) \supset\left(L^{2}\right)_{q}^{\beta} \supset\left(L^{2}\right)^{\beta}, \tag{9}
\end{equation*}
$$

where $\left(L^{2}\right)_{-q}^{-\beta}$ and $\left(L^{2}\right)^{-\beta}=$ ind $\lim _{q \rightarrow+\infty}\left(L^{2}\right)_{-q}^{-\beta}$ (the inductive limit of spaces, i.e. $\left(L^{2}\right)^{-\beta}=$ $\bigcup_{q}\left(L^{2}\right)_{-q}^{-\beta}$ provided by the inductive limit topology, see, e.g., $[2,3]$ for details) are the spaces dual of $\left(L^{2}\right)_{q}^{\beta}$ and $\left(L^{2}\right)^{\beta}$ respectively.

Definition 3. The spaces $\left(L^{2}\right)_{-q}^{-\beta}$ and $\left(L^{2}\right)^{-\beta}$ are called parametrized Kondratiev-type spaces of regular generalized functions.

The following statement from the definition of $\left(L^{2}\right)_{-q}^{-\beta}$ and the general duality theory follows.

Proposition. 1) Any regular generalized function $F \in\left(L^{2}\right)_{-q}^{-\beta}$ can be uniquely presented as formal series (5) (with kernels $F^{(n)} \in \mathcal{H}_{\text {ext }}^{(n)}$ ) that converges in $\left(L^{2}\right)_{-q}^{-\beta}$, and

$$
\begin{equation*}
\|F\|_{-q,-\beta}^{2}:=\|F\|_{\left(L^{2}\right)_{-q}^{-\beta}}^{2}=\sum_{n=0}^{\infty}(n!)^{1-\beta} 2^{-q n}\left|F^{(n)}\right|_{e x t}^{2}<\infty . \tag{10}
\end{equation*}
$$

Vice versa, any formal series (5) such that series (10) converges, is a regular generalized function from $\left(L^{2}\right)_{-q}^{-\beta}$ (i.e. now series (5) converges in $\left.\left(L^{2}\right)_{-q}^{-\beta}\right)$.
2) For $F, G \in\left(L^{2}\right)_{-q}^{-\beta}$ the real scalar product has a form

$$
(F, G)_{\left(L^{2}\right)_{-q}^{-\beta}}=\sum_{n=0}^{\infty}(n!)^{1-\beta} 2^{-q n}\left(F^{(n)}, G^{(n)}\right)_{e x t},
$$

where $F^{(n)}, G^{(n)} \in \mathcal{H}_{\text {ext }}^{(n)}$ are the kernels from decompositions (5) for $F$ and $G$ respectively.
3) The dual pairing between $F \in\left(L^{2}\right)_{-q}^{-\beta}$ and $f \in\left(L^{2}\right)_{q}^{\beta}$ that is generated by the scalar product in $\left(L^{2}\right)$, has a form

$$
\langle\langle F, f\rangle\rangle_{\left(L^{2}\right)}=\sum_{n=0}^{\infty} n!\left(F^{(n)}, f^{(n)}\right)_{e x t},
$$

where $F^{(n)}, f^{(n)} \in \mathcal{H}_{\text {ext }}^{(n)}$ are the kernels from decompositions (5) for $F$ and $f$ respectively.
4) $F \in\left(L^{2}\right)^{-\beta}$ if and only if $F$ can be uniquely presented in form (5) and norm (10) is finite for some $q \in \mathbb{Z}_{+}$.

Note that the term "regular generalized functions" is connected with the fact that the kernels from decompositions (5) for elements of positive and negative spaces of chain (9) belong to the same spaces $\mathcal{H}_{\text {ext }}^{(n)}$.

### 1.4 Stochastic integration and differentiation

In this subsection it will be convenient to denote the spaces $\left(L^{2}\right)_{q}^{\beta},\left(L^{2}\right)=\left(L^{2}\right)_{0}^{0}$ and $\left(L^{2}\right)_{-q}^{-\beta}$ from chain (9) by $\left(L^{2}\right)_{q}^{\beta}, \beta \in[-1,1], q \in \mathbb{Z}$. The norms in these spaces are given, obviously, by formula (8) (cf. (8) and (10)).

Decomposition (5) for elements of $\left(L^{2}\right)_{q}^{\beta}$ defines an isometric isomorphism (a generalized Wiener-Itô-Sigal isomorphism)

$$
\mathbf{I}:\left(L^{2}\right)_{q}^{\beta} \rightarrow \underset{n=0}{\infty}(n!)^{1+\beta} 2^{q n} \mathcal{H}_{e x t}^{(n)},
$$

where $\underset{n=0}{\infty}(n!)^{1+\beta} 2^{q n} \mathcal{H}_{\text {ext }}^{(n)}$ is a weighted extended symmetric Fock space (cf. [20]): for $F \in$ $\left(L^{2}\right)_{q}^{\beta}$ of form (5) IF $=\left(F^{(0)}, F^{(1)}, \ldots\right) \in \underset{n=0}{\infty}(n!)^{1+\beta} 2^{q n} \mathcal{H}_{e x t}^{(n)}$. Let $\mathbf{1}: \mathcal{H}_{\mathrm{C}} \rightarrow \mathcal{H}_{\mathrm{C}}$ be the identity operator. Then the operator $\mathbf{I} \otimes \mathbf{1}:\left(L^{2}\right)_{q}^{\beta} \otimes \mathcal{H}_{\mathrm{C}} \rightarrow\left({\left.\underset{n=0}{\infty}(n!)^{1+\beta} 2^{q n} \mathcal{H}_{e x t}^{(n)}\right) \otimes \mathcal{H}_{\mathrm{C}} \cong}_{\cong}\right.$ $\underset{\substack{n=0 \\ \infty}}{\infty}(n!)^{1+\beta} 2^{q n}\left(\mathcal{H}_{e x t}^{(n)} \otimes \mathcal{H}_{\mathrm{C}}\right)$ is an isometric isomorphism between the spaces $\left(L^{2}\right)_{q}^{\beta} \otimes \mathcal{H}_{\mathrm{C}}$ and
 vector $(\underbrace{0, \ldots, 0}_{m}, F^{(m)}, 0, \ldots)$ belongs to $\oplus_{n=0}^{\infty}(n!)^{1+\beta} 2^{q n}\left(\mathcal{H}_{e x t}^{(n)} \otimes \mathcal{H}_{\mathrm{C}}\right)$. Set

$$
:\left\langle 0^{\otimes m}, F^{(m)}\right\rangle: \stackrel{\text { def }}{=}(\mathbf{I} \otimes \mathbf{1})^{-1}(\underbrace{0, \ldots, 0}_{m}, F^{(m)}, 0, \ldots) \in\left(L^{2}\right)_{q}^{\beta} \otimes \mathcal{H}_{\mathrm{C}} .
$$

It is clear that elements : $\left\langle 0^{\otimes n}, F^{(n)}\right\rangle:, n \in \mathbb{Z}_{+}$, form orthogonal bases in the spaces $\left(L^{2}\right)_{q}^{\beta} \otimes \mathcal{H}_{\mathrm{C}}$ in the sense that any $F \in\left(L^{2}\right)_{q}^{\beta} \otimes \mathcal{H}_{C}$ can be uniquely presented as

$$
\begin{equation*}
F(\cdot)=\sum_{n=0}^{\infty}:\left\langle o^{\otimes n}, F^{(n)}\right\rangle:, \quad F^{(n)} \in \mathcal{H}_{e x t}^{(n)} \otimes \mathcal{H}_{\mathrm{C}} \tag{11}
\end{equation*}
$$

(the series converges in $\left(L^{2}\right)_{q}^{\beta} \otimes \mathcal{H}_{\mathbb{C}}$ ), with

$$
\|F\|_{\left(L^{2}\right)_{q}^{\beta} \otimes \mathcal{H}_{\mathrm{C}}}^{2}=\sum_{n=0}^{\infty}(n!)^{1+\beta} 2^{q n}\left|F .{ }^{(n)}\right|_{\mathcal{H}_{e x t}^{(n)} \otimes \mathcal{H}_{\mathrm{C}}}^{2}<\infty .
$$

Let us describe the construction of an extended stochastic integral that is based on decomposition (11) (a detailed presentation is given in [16, 17]). Let $F^{(n)} \in \mathcal{H}_{\text {ext }}^{(n)} \otimes \mathcal{H}_{\mathrm{C}}, n \in \mathbb{N}$. We select a representative (a function) $\dot{f} .^{(n)} \in F .{ }^{(n)}$ such that

$$
\begin{equation*}
\dot{f}_{u}^{(n)}\left(u_{1}, \ldots, u_{n}\right)=0 \text { if for some } \mathrm{k} \in\{1, \ldots, \mathrm{n}\} u=u_{k} . \tag{12}
\end{equation*}
$$

Accept on default $\Delta \in \mathcal{B}\left(\mathbb{R}_{+}\right)$(we remind that $\mathcal{B}$ denotes the Borel $\sigma$-algebra). Let $\hat{f}_{\Delta}^{(n)}$ be the symmetrization of a function $\dot{f}^{(n)} 1_{\Delta}(\cdot)$ by $n+1$ variables. Define $\widehat{F}_{\Delta}^{(n)} \in \mathcal{H}_{\text {ext }}^{(n+1)}$ as the equivalence class in $\mathcal{H}_{e x t}^{(n+1)}$ generated by $\widehat{f}_{\Delta}^{(n)}$ (i.e. $\widehat{f}_{\Delta}^{(n)} \in \widehat{F}_{\Delta}^{(n)}$ ). It is proved in [16, 17] that this definition is well-posed (in particular, $\widehat{F}_{\Delta}^{(n)}$ does not depend on a choice of a representative $\dot{f}^{(n)} \in F^{(n)}$ satisfying (12)) and $\left|\widehat{F}_{\Delta}^{(n)}\right|_{\text {ext }} \leq\left|F .{ }^{(n)} 1_{\Delta}(\cdot)\right|_{\mathcal{H}_{\text {ext }}^{(n)} \otimes \mathcal{H}_{\mathrm{C}}} \leq\left|F^{(n)}\right|_{\mathcal{H}_{\text {ext }}^{(n)} \otimes \mathcal{H}_{C}}$.

Definition 4. We define the extended stochastic integral with respect to a Lévy process $L$

$$
\begin{equation*}
\int_{\Delta} \circ(u) \widehat{d} L_{u}:\left(L^{2}\right)_{q}^{\beta} \otimes \mathcal{H}_{\mathrm{C}} \rightarrow\left(L^{2}\right)_{q-1}^{\beta} \tag{13}
\end{equation*}
$$

by a formula

$$
\begin{equation*}
\int_{\Delta} F(u) \widehat{d} L_{u}:=\sum_{n=0}^{\infty}:\left\langle 0^{\otimes n+1}, \widehat{F}_{\Delta}^{(n)}\right\rangle:, \tag{14}
\end{equation*}
$$

where $\widehat{F}_{\Delta}^{(0)}:=F^{(0)} 1_{\Delta}(\cdot) \in \mathcal{H}_{\mathbb{C}}=\mathcal{H}_{\text {ext }}^{(1)}$, and $\widehat{F}_{\Delta}^{(n)} \in \mathcal{H}_{\text {ext }}^{(n+1)}, n \in \mathbb{N}$, are constructed by the kernels $F^{(n)} \in \mathcal{H}_{\text {ext }}^{(n)} \otimes \mathcal{H}_{\mathrm{C}}$ from decomposition (11) for $F$.

One can show quite analogously to [16] that this integral is a linear continuous operator; and, moreover, if $F$ is integrable by Itô then $F$ is integrable in the extended sense and the extended stochastic integral coincides with the Itô stochastic integral.

Sometimes it can be convenient to define the extended stochastic integral by formula (14) as a linear operator

$$
\begin{equation*}
\int_{\Delta} \circ(u) \widehat{d} L_{u}:\left(L^{2}\right)_{q}^{\beta} \otimes \mathcal{H}_{\mathrm{C}} \rightarrow\left(L^{2}\right)_{q}^{\beta} . \tag{15}
\end{equation*}
$$

If $\beta=-1$ then this operator is continuous (bounded) [16], for $\beta \in(-1,1]$ operator (15) is unbounded. But if we accept the set

$$
\left\{F \in\left(L^{2}\right)_{q}^{\beta} \otimes \mathcal{H}_{\mathrm{C}}:\left\|\int_{\Delta} F(u) \widehat{d} L_{u}\right\|_{q, \beta}^{2}=\sum_{n=0}^{\infty}((n+1)!)^{1+\beta} 2^{q(n+1)}\left|\widehat{F}_{\Delta}^{(n)}\right|_{e x t}^{2}<\infty\right\}
$$

as the domain of integral (15) then the last is a closed operator [16]. Also we note that the extended stochastic integral can be defined by formula (14) as a linear continuous operator acting from $\left(L^{2}\right)^{\beta} \otimes \mathcal{H}_{\mathrm{C}}:=\operatorname{prlim}_{q \rightarrow+\infty}\left(L^{2}\right)_{q}^{\beta} \otimes \mathcal{H}_{\mathrm{C}}$ to $\left(L^{2}\right)^{\beta}$, or from $\left(L^{2}\right)^{-\beta} \otimes \mathcal{H}_{\mathrm{C}}:=$ ind $\lim _{q \rightarrow+\infty}\left(L^{2}\right)_{-q}^{-\beta} \otimes \mathcal{H}_{C}$ to $\left(L^{2}\right)^{-\beta}$, here $\beta \in[0,1]$.

Now for plenitude of picture we recall very briefly a notion of a Hida stochastic derivative in the Lévy white noise analysis, in terms of Lytvynov's CRP (see $[8,16,17]$ for a detailed presentation).
Definition 5. We define the Hida stochastic derivative $1_{\Delta}(\cdot) \partial .:\left(L^{2}\right)_{1-q}^{-\beta} \rightarrow\left(L^{2}\right)_{-q}^{-\beta} \otimes \mathcal{H}_{\mathrm{C}}$ as a linear continuous operator adjoint to extended stochastic integral (13), i.e. for all $F \in\left(L^{2}\right)_{q}^{\beta} \otimes$ $\mathcal{H}_{\mathrm{C}}$ and $G \in\left(L^{2}\right)_{1-q}^{-\beta}$

$$
\left\langle\left\langle F(\cdot), 1_{\Delta}(\cdot) \partial . G\right\rangle\right\rangle_{\left(L^{2}\right) \otimes \mathcal{H}_{\mathrm{C}}}=\left\langle\left\langle\int_{\Delta} F(u) \widehat{d} L_{u}, G\right\rangle\right\rangle_{\left(L^{2}\right)} .
$$

If instead of integral (13) one uses integral (15), the corresponding Hida stochastic derivative will be a linear unbounded (except the case $\beta=-1$ ), but closed operator acting from $\left(L^{2}\right)_{-q}^{-\beta}$ to $\left(L^{2}\right)_{-q}^{-\beta} \otimes \mathcal{H}_{C}[8]$. Further, it is clear that the Hida stochastic derivative can be defined as a linear continuous operator acting from $\left(L^{2}\right)^{\beta}$ to $\left(L^{2}\right)^{\beta} \otimes \mathcal{H}_{C}(\beta \in[-1,1])$ that is adjoint to the corresponding extended stochastic integral. We note also that the extended stochastic integral and the Hida stochastic derivative are mutually adjoint operators [8,16,17].

Let us write out an explicit formula for the Hida stochastic derivative in terms of decompositions by the Wick monomials. Let $G^{(n)} \in \mathcal{H}_{\text {ext }}^{(n)}, n \in \mathbb{N}, \dot{g}^{(n)} \in G^{(n)}$ be a representative of $G^{(n)}$.

We consider $\dot{g}^{(n)}(\cdot)$, i.e. separate a one argument of $\dot{g}^{(n)}$, and define $G^{(n)}(\cdot) \in \mathcal{H}_{\text {ext }}^{(n-1)} \otimes \mathcal{H}_{\mathrm{C}}$ as the equivalence class in $\mathcal{H}_{\text {ext }}^{(n-1)} \otimes \mathcal{H}_{\mathrm{C}}$ generated by $\dot{g}^{(n)}(\cdot)$ (i.e. $\left.\dot{g}^{(n)}(\cdot) \in G^{(n)}(\cdot)\right)$. It is proved in [17] that this definition is well-posed (in particular, $G^{(n)}(\cdot)$ does not depend on a choice of a representative $\dot{g}^{(n)} \in G^{(n)}$ ) and

$$
\begin{equation*}
\left|G^{(n)}(\cdot)\right|_{\mathcal{H}_{e x t}^{(n-1)} \otimes \mathcal{H}_{\mathrm{C}}} \leq\left|G^{(n)}\right|_{\text {ext }} . \tag{16}
\end{equation*}
$$

Note that, in spite of estimate (16), the space $\mathcal{H}_{\text {ext }}^{(n)}, n \in \mathbb{N} \backslash\{1\}$, is not a subspace of $\mathcal{H}_{\text {ext }}^{(n-1)} \otimes$ $\mathcal{H}_{\mathrm{C}}$ because different elements of $\mathcal{H}_{\text {ext }}^{(n)}$ can coincide as elements of $\mathcal{H}_{\text {ext }}^{(n-1)} \otimes \mathcal{H}_{\mathrm{C}}$.

The following statement easily follows from results of $[8,16,17]$.
Proposition. For a test or square integrable or generalized function $G$ of form (5)

$$
1_{\Delta}(\cdot) \text { д. } G=\sum_{n=1}^{\infty} n:\left\langle\circ^{\otimes n-1}, G^{(n)}(\cdot) 1_{\Delta}(\cdot)\right\rangle: \equiv \sum_{n=0}^{\infty}(n+1):\left\langle\circ^{\otimes n}, G^{(n+1)}(\cdot) 1_{\Delta}(\cdot)\right\rangle: .
$$

At last, we recall a notion of operators of stochastic differentiation (see [6,7] for a detailed presentation). Let $n, m \in \mathbb{Z}_{+}$. Consider a function $h: \mathbb{R}_{+}^{n+m} \rightarrow \mathbb{C}$. Denote

$$
\begin{align*}
& \widetilde{h}\left(u_{1}, \ldots, u_{n} ; u_{n+1}, \ldots, u_{n+m}\right) \\
& :=\left\{\begin{array}{l}
h\left(u_{1}, \ldots, u_{n+m}\right), \text { if for all } i \in\{1, \ldots, n\}, j \in\{n+1, \ldots, n+m\} u_{i} \neq u_{j} \\
0, \text { in other cases }
\end{array}\right. \tag{17}
\end{align*}
$$

Let $F^{(n)} \in \mathcal{H}_{\text {ext }}^{(n)}, G^{(m)} \in \mathcal{H}_{\text {ext }}^{(m)}$. We select representatives (functions) $\dot{f}^{(n)} \in F^{(n)}$ and $\dot{g}^{(m)} \in G^{(m)}$. Set $h\left(u_{1}, \ldots, u_{n+m}\right):=\dot{f}^{(n)}\left(u_{1}, \ldots, u_{n}\right) \cdot \dot{g}^{(m)}\left(u_{n+1}, \ldots, u_{n+m}\right)$. Let $\widehat{f^{(n)} g^{(m)}}$ be the symmetrization of $\widetilde{h}$ (see (17)) by all variables, $F^{(n)} \diamond G^{(m)} \in \mathcal{H}_{\text {ext }}^{(n+m)}$ be the equivalence class in $\mathcal{H}_{e x t}^{(n+m)}$ that is generated by $\widehat{f^{(n) g^{(m)}}}$ (i.e. $\widehat{f^{(n)} g^{(m)}} \in F^{(n)} \diamond G^{(m)}$ ). It is proved in [6] that this definition is well-posed (in particular, $F^{(n)} \diamond G^{(m)}$ does not depend on a choice of representatives from $F^{(n)}$ and $G^{(m)}$ ) and

$$
\begin{equation*}
\left|F^{(n)} \diamond G^{(m)}\right|_{e x t} \leq\left|F^{(n)}\right|_{e x t}\left|G^{(m)}\right|_{\text {ext }} . \tag{18}
\end{equation*}
$$

Let $F^{(m)} \in \mathcal{H}_{\text {ext }}^{(m)}, f^{(n)} \in \mathcal{H}_{\text {ext }}^{(n)}, m>n$. We define a "product" $\left(f^{(n)}, F^{(m)}\right)_{\text {ext }} \in \mathcal{H}_{\text {ext }}^{(m-n)}$ by setting for each $g^{(m-n)} \in \mathcal{H}_{\text {ext }}^{(m-n)}$

$$
\begin{equation*}
\left(g^{(m-n)},\left(f^{(n)}, F^{(m)}\right)_{e x t}\right)_{e x t}=\left(f^{(n)} \diamond g^{(m-n)}, F^{(m)}\right)_{\text {ext }} . \tag{19}
\end{equation*}
$$

Since by the Cauchy-Bunyakovsky inequality and (18)

$$
\left|\left(f^{(n)} \diamond g^{(m-n)}, F^{(m)}\right)_{e x t}\right| \leq\left|f^{(n)} \diamond g^{(m-n)}\right|_{e x t}\left|F^{(m)}\right|_{e x t} \leq\left|f^{(n)}\right|{ }_{e x t}\left|g^{(m-n)}\right|_{e x t}\left|F^{(m)}\right|_{e x t},
$$

this definition is well-posed and

$$
\begin{equation*}
\left|\left(f^{(n)}, F^{(m)}\right)_{\text {ext }}\right|_{\text {ext }} \leq\left|f^{(n)}\right|_{\text {ext }}\left|F^{(m)}\right|_{\text {ext }} . \tag{20}
\end{equation*}
$$

Definition 6. Let $n \in \mathbb{N}, f^{(n)} \in \mathcal{H}_{\text {ext }}^{(n)}$. We define an operator of stochastic differentiation

$$
\begin{equation*}
\left(D^{n} \circ\right)\left(f^{(n)}\right):\left(L^{2}\right)_{q}^{\beta} \rightarrow\left(L^{2}\right)_{q-1}^{\beta} \tag{21}
\end{equation*}
$$

by setting for $F \in\left(L^{2}\right)_{q}^{\beta}$

$$
\begin{align*}
\left(D^{n} F\right)\left(f^{(n)}\right) & :=\sum_{m=n}^{\infty} \frac{m!}{(m-n)!}:\left\langle o^{\otimes m-n},\left(f^{(n)}, F^{(m)}\right)_{\text {ext }}\right\rangle: \\
& \equiv \sum_{m=0}^{\infty} \frac{(m+n)!}{m!}:\left\langle o^{\otimes m},\left(f^{(n)}, F^{(m+n)}\right)_{\text {ext }}\right\rangle:, \tag{22}
\end{align*}
$$

where $F^{(m)} \in \mathcal{H}_{\text {ext }}^{(m)}$ are the kernels from decomposition (5) for $F$.
Using estimate (20) one can show [6] that this definition is well-posed and operator (21) is linear and continuous. Moreover, in the case $\beta=1$ formula (22) defines a linear continuous operator $\left(D^{n} \circ\right)\left(f^{(n)}\right)$ on $\left(L^{2}\right)_{q}^{1}, q \in \mathbb{Z}$.

Finally, as is easily seen, $\left(D^{n} \circ\right)\left(f^{(n)}\right)$ can be defined by formula (22) as a linear continuous operator on $\left(L^{2}\right)^{\beta}, \beta \in[-1,1]$. Namely a linear continuous operator

$$
\begin{equation*}
(D \circ)(g):=\left(D^{1} \circ\right)(g):\left(L^{2}\right)^{-\beta} \rightarrow\left(L^{2}\right)^{-\beta}, \quad g \in \mathcal{H}_{\text {ext }}^{(1)}=\mathcal{H}_{\mathrm{C}}, \quad \beta \in[0,1], \tag{23}
\end{equation*}
$$

will be a subject of study in the forthcoming section.
Properties of operators of stochastic differentiation on spaces of regular test and generalized functions of the Lévy white noise analysis are considered in detail in [6,7,9]. Here we note only that the operator $D \equiv D^{1}$ and the Hida stochastic derivative are connected as follows [7]. Denote $\partial .:=1_{\mathbb{R}_{+}}(\cdot) \partial_{\text {.. Let }} F \in\left(L^{2}\right)_{q}^{\beta}$ and $g \in \mathcal{H}_{\text {ext }}^{(1)}=\mathcal{H}_{\mathrm{C}}$. Then

$$
(D F)(g)=\int_{\mathbb{R}_{+}} \partial_{u} F \cdot g(u) d u \in\left(L^{2}\right)_{q-1}^{\beta},
$$

here the integral in the right hand side is a Pettis one (the weak integral). Taking into account this equality, one can write formally

$$
\begin{equation*}
\partial . \circ=(D \circ)(\delta .), \tag{24}
\end{equation*}
$$

where $\delta$. is the Dirac delta-function concentrated at $\cdot$. In order to give a nonformal sense to equality (24), one can consider operators of stochastic differentiation on so-called spaces of nonregular generalized functions, see [18].

## 2 Elements of Wick calculus

### 2.1 Wick product and Wick versions of holomorphic functions

In this subsection we introduce and study a Wick product and Wick versions of holomorphic functions on $\left(L^{2}\right)^{-\beta}$, now $\beta \in[0,1]$.

First we give necessary definitions.

Definition 7. For $F \in\left(L^{2}\right)^{-\beta}$ we define an $S$-transform $(S F)(\lambda), \lambda \in \mathcal{D}_{\mathbb{C}}$, as a formal series

$$
\begin{equation*}
(S F)(\lambda):=\sum_{m=0}^{\infty}\left(F^{(m)}, \lambda^{\otimes m}\right)_{e x t} \equiv F^{(0)}+\sum_{m=1}^{\infty}\left(F^{(m)}, \lambda^{\otimes m}\right)_{e x t} \tag{25}
\end{equation*}
$$

where $F^{(m)} \in \mathcal{H}_{\text {ext }}^{(m)}, m \in \mathbb{Z}_{+}$, are the kernels from decomposition (5) for $F$ (each term in series(25) is well-defined, but the series can diverge). In particular, $(S F)(0)=F^{(0)}, S 1 \equiv 1$.
Definition 8. For $F, G \in\left(L^{2}\right)^{-\beta}$ and a holomorphic at $F^{(0)}$ function $h: \mathbb{C} \rightarrow \mathbb{C}$ we define a Wick product $F \diamond G$ and a Wick version $h^{\diamond}(F)$ by setting formally

$$
\begin{equation*}
F \diamond G:=S^{-1}(S F \cdot S G), \quad h^{\diamond}(F):=S^{-1} h(S F) \tag{26}
\end{equation*}
$$

Remark. It is obvious that the Wick product $\diamond$ is commutative, associative and distributive over a field C .

A function $h$ from Definition 8 can be decomposed in a Taylor series

$$
\begin{equation*}
h(u)=\sum_{m=0}^{\infty} h_{m}(u-(S F)(0))^{m} . \tag{27}
\end{equation*}
$$

Using this decomposition, it is easy to calculate that

$$
\begin{equation*}
h^{\diamond}(F)=\sum_{m=0}^{\infty} h_{m}(F-(S F)(0))^{\diamond m} \tag{28}
\end{equation*}
$$

where $F^{\diamond m}:=\underbrace{F \diamond \cdots \Delta F}_{m \text { times }}, F^{\diamond 0}:=1$.
It easily follows from formula (2.23) in [19] that for $F^{(n)} \in \mathcal{H}_{\text {ext }}^{(n)}, G^{(m)} \in \mathcal{H}_{\text {ext }}^{(m)}, n, m \in \mathbb{Z}_{+}$, and $\lambda \in \mathcal{D}_{\mathbb{C}}$

$$
\begin{equation*}
\left(F^{(n)}, \lambda^{\otimes n}\right)_{e x t}\left(G^{(m)}, \lambda^{\otimes m}\right)_{e x t}=\left(F^{(n)} \diamond G^{(m)}, \lambda^{\otimes n+m}\right)_{e x t} \tag{29}
\end{equation*}
$$

(a product $\diamond$ is defined in Subsection 1.4).
Using this formula, by analogy with the Meixner analysis [14] one can prove the following statement.

Proposition. For $F_{1}, \ldots, F_{n} \in\left(L^{2}\right)^{-\beta}$

$$
\begin{equation*}
F_{1} \diamond \cdots \diamond F_{n}=\sum_{m=0}^{\infty}:\left\langle\circ^{\otimes m}, \sum_{k_{1}, \ldots, k_{n} \in \mathbb{Z}_{+}: k_{1}+\cdots+k_{n}=m} F_{1}^{\left(k_{1}\right)} \diamond \cdots \diamond F_{n}^{\left(k_{n}\right)}\right\rangle: \tag{30}
\end{equation*}
$$

(in particular, for $F, G \in\left(L^{2}\right)^{-\beta} F \diamond G=\sum_{m=0}^{\infty}:\left\langle\circ^{\otimes m}, \sum_{k=0}^{m} F^{(k)} \diamond G^{(m-k)}\right\rangle:$ ), where $F_{j}^{\left(k_{j}\right)} \in \mathcal{H}_{e x t}^{\left(k_{j}\right)}$, $j \in\{1, \ldots, n\}, k_{j} \in \mathbb{Z}_{+}$, are the kernels from decompositions (5) for $F_{j} ; F^{(k)}, G^{(k)} \in \mathcal{H}_{e x t}^{(k)}$, $k \in \mathbb{Z}_{+}$, are the kernels from the same decompositions for $F$ and $G$ respectively. Further, for $F \in\left(L^{2}\right)^{-\beta}$ and a holomorphic at $(S F)(0)=F^{(0)}$ function $h: \mathbb{C} \rightarrow \mathbb{C}$

$$
\begin{equation*}
h^{\diamond}(F)=h_{0}+\sum_{m=1}^{\infty}:\left\langle\circ^{\otimes m}, \sum_{n=1}^{m} h_{n} \sum_{k_{1}, \ldots, k_{n} \in \mathbb{N}:} \sum_{k_{1}+\cdots+k_{n}=m} F^{\left(k_{1}\right)} \diamond \cdots \diamond F^{\left(k_{n}\right)}\right\rangle:, \tag{31}
\end{equation*}
$$

where $F^{(k)} \in \mathcal{H}_{\text {ext }}^{(k)}, k \in \mathbb{Z}_{+}$, are the kernels from decomposition (5) for $F, h_{n} \in \mathbb{C}, n \in \mathbb{Z}_{+}$, are the coefficients from decomposition (27) for $h$.

It is clear that in order to give a nonformal sense to notions "the Wick product" and "the Wick version of a holomorphic function", it is necessary to study a question about convergence of series (30) and (31) in the spaces of regular generalized functions. Using estimate (18), it is possible to do it as in the Meixner analysis [14]. As a result, for the Wick product we obtain the following statement (remind that now $\beta \in[0,1]$ ).
Theorem 1. Let $F_{1}, \ldots, F_{n} \in\left(L^{2}\right)^{-\beta}$. Then $F_{1} \diamond \cdots \diamond F_{n} \in\left(L^{2}\right)^{-\beta}$. Moreover, the Wick product is continuous in the topology of $\left(L^{2}\right)^{-\beta}$ : for arbitrary $F_{1}, \ldots, F_{n} \in\left(L^{2}\right)^{-\beta}, n \in \mathbb{N}$, there exist $q, q^{\prime} \in \mathbb{Z}_{+}\left(q>q^{\prime}+(1-\beta) \log _{2} n+1\right)$ such that

$$
\left\|F_{1} \diamond \cdots \Delta F_{n}\right\|_{-q,-\beta} \leq \sqrt{\max _{m \in \mathbb{Z}_{+}}\left[2^{-m}(m+1)^{n-1}\right]}\left\|F_{1}\right\|_{-q^{\prime},-\beta} \cdots\left\|F_{n}\right\|_{-q^{\prime},-\beta}
$$

(see (10)).
Now let us pass to consideration of the Wick versions of holomorphic functions. It follows from Theorem 1 and (28) that if $F \in\left(L^{2}\right)^{-\beta}$ and $h: \mathbb{C} \rightarrow \mathbb{C}$ is a polynomial then $h^{\diamond}(F) \in$ $\left(L^{2}\right)^{-\beta}$. But for a general $h$ the situation is more complicated: as in the Meixner analysis, the cases $\beta=1$ and $\beta \in[0,1)$ essentially differ. The case $\beta=1$ is comparatively simple: by analogy with [14] we obtain

Theorem 2. Let $F \in\left(L^{2}\right)^{-1}$ and a function $h: \mathbb{C} \rightarrow \mathbb{C}$ be holomorphic at $(S F)(0)$. Then $h^{\diamond}(F) \in\left(L^{2}\right)^{-1}$.

Let now $\beta \in[0,1)$. Since $\left(L^{2}\right)^{-\beta} \subset\left(L^{2}\right)^{-1}$, for $F \in\left(L^{2}\right)^{-\beta}$ and a holomorphic at $(S F)(0)$ function $h: \mathbb{C} \rightarrow \mathbb{C}$, by Theorem 2 the Wick version $h^{\diamond}(F)$ is a well-defined element of $\left(L^{2}\right)^{-1}$. But at the same time it is possible that $h^{\diamond}(F) \notin\left(L^{2}\right)^{-\beta}$, if $h$ is not a polynomial. More exactly, we have the following result.

Theorem 3. Let $u_{0} \in \mathbb{C}, h: \mathbb{C} \rightarrow \mathbb{C}$ be a holomorphic at $u_{0}$ function, which is not a polynomial and is such that all coefficients $h_{n}$ from the Taylor decomposition

$$
\begin{equation*}
h(u)=\sum_{n=0}^{\infty} h_{n}\left(u-u_{0}\right)^{n} \tag{32}
\end{equation*}
$$

are real and non-negative. Then for each $\beta \in[0,1)$ one can find $F \in\left(L^{2}\right)^{-\beta}$ with $(S F)(0)=u_{0}$ such that $h^{\diamond}(F) \notin\left(L^{2}\right)^{-\beta}$.

The proof of this statement, in the same way as the proofs of Theorem 4 and Theorem 5 below, is completely analogous to the proof of the corresponding statement in the Meixner white noise analysis [14] and therefore can be omitted.

It follows from Theorem 3 that if $h$ is not a polynomial then, generally speaking, there are no estimates for coefficients from decomposition (32), which can guarantee that for arbitrary $F \in\left(L^{2}\right)^{-\beta}, \beta \in[0,1)$, with $(S F)(0)=u_{0}, h^{\diamond}(F)$ is an element of $\left(L^{2}\right)^{-\beta}$. Nevertheless, the following statement is valid.

Theorem 4. Let $F=\sum_{m=0}^{N}:\left\langle o^{\otimes m}, F^{(m)}\right\rangle: \in\left(L^{2}\right)^{-\beta}, F^{(m)} \in \mathcal{H}_{e x t}^{(m)}, N \in \mathbb{Z}_{+}$; and coefficients $h_{n} \in \mathbb{C}, n \in \mathbb{N}$, from the Taylor decomposition

$$
h(u)=\sum_{n=0}^{\infty} h_{n}\left(u-F^{(0)}\right)^{n}
$$

for a holomorphic at $F^{(0)} \in \mathbb{C}$ function $h: \mathbb{C} \rightarrow \mathbb{C}$ satisfy estimates

$$
\begin{equation*}
\left|h_{n}\right| \leq \frac{K^{n}}{n^{n N \frac{1-\beta}{2}}} \tag{33}
\end{equation*}
$$

with some $K>0$. Then $h^{\diamond}(F) \in\left(L^{2}\right)^{-\beta}$.
Let now $0 \leq \beta_{1}<\beta_{2}<1$. We describe a sufficient condition under which $h^{\diamond}(F) \in\left(L^{2}\right)^{-\beta_{2}}$ for $F \in\left(L^{2}\right)^{-\beta_{1}}$ (note that if $\beta_{2}=1$ then by Theorem $2 h^{\diamond}(F) \in\left(L^{2}\right)^{-1}$ without additional conditions).

Theorem 5. Let $0 \leq \beta_{1}<\beta_{2}<1, F \in\left(L^{2}\right)^{-\beta_{1}}, h: \mathbb{C} \rightarrow \mathbb{C}$ be a holomorphic at $(S F)(0)$ function. If there exists $K>0$ such that for arbitrary $n \in \mathbb{N}$

$$
\left|h_{n}\right| \leq \frac{K^{n}}{\max _{m \in \mathbb{N}: m \geq n}\left(\frac{n^{m} \frac{1-\beta_{2}}{2}}{\left(\left[\frac{m}{n}\right]!!\right)^{n} \frac{\beta_{2}-\beta_{1}}{2}}\right)^{2}}
$$

where $h_{n}$ are the coefficients from decomposition (27) for $h,[\cdot]$ denotes the integer part of a number, then $h^{\diamond}(F) \in\left(L^{2}\right)^{-\beta_{2}}$.

By analogy with the Meixner analysis [14] one can apply the above-formulated results for study of stochastic equations with Wick-type nonlinearities.

Example. Let us consider a stochastic equation

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} X_{s} \diamond F d s+\int_{0}^{t} X_{s} \diamond G \widehat{d} L_{s} \tag{34}
\end{equation*}
$$

where $X_{0}, F, G \in\left(L^{2}\right)^{-\beta}, \int_{0}^{t} X_{s} \diamond F d s \in\left(L^{2}\right)^{-1}$ is a Pettis integral (the weak integral). Applying the $S$-transform and solving the obtained nonstochastic equation, we obtain

$$
S X_{t}=S X_{0} \cdot \exp \left\{S F t+S G \int_{0}^{t} \lambda(s) d s\right\}
$$

Now it is sufficient to apply the inverse S-transform in order to obtain the solution of (34)

$$
X_{t}=X_{0} \diamond \exp ^{\diamond}\left\{F t+G \diamond L_{t}\right\} \in\left(L^{2}\right)^{-1}
$$

(the fact that $X_{t} \in\left(L^{2}\right)^{-1}$ follows from Theorem 1 and Theorem 2). In order to obtain $X_{t} \in$ $\left(L^{2}\right)^{-\beta}, \beta<1$, we have to impose additional conditions. For example, let $F$ and $G$ be "polynomials" in the sense that their decompositions (5) contain only finite number of nonzero terms. Set $N:=\max [$ pow $F$, pow $G+1]$, where pow $H$ denotes the quantity of nonzero terms in decomposition (5) for $H$. If there exists $K>0$ such that for arbitrary $m \in \mathbb{N}$, where pow $H$ is the greatest number of nonzero term in decomposition,

$$
\begin{equation*}
\frac{m^{m N \frac{1-\beta}{2}}}{m!} \leq K^{m} \tag{35}
\end{equation*}
$$

then by Theorem $4 X_{t} \in\left(L^{2}\right)^{-\beta}$ (see (33), now $h(u)=\exp (u), h_{m}=\frac{1}{m!}$ for each $m \in \mathbb{N}$ ). Note that estimates (35) are fulfilled if and only if $N \leq \frac{2}{1-\beta}$, this fact is proved in [14].

### 2.2 Wick calculus and operators of stochastic differentiation

In this subsection we consider an interconnection between the Wick calculus and the operator of stochastic differentiation $D$ (see (23)). In particular, we'll prove that this operator is a differentiation (satisfies the Leibniz rule) with respect to the Wick multiplication.

We define a characterization set of the space $\left(L^{2}\right)^{-\beta}$ in terms of the $S$-transform, setting $B_{\beta}:=S\left(L^{2}\right)^{-\beta} \equiv\left\{S F: F \in\left(L^{2}\right)^{-\beta}\right\}$. It is clear that $B_{\beta}$ is a linear space, which consists of formal series $\sum_{m=0}^{\infty}\left(F^{(m)}, \otimes^{\otimes m}\right)_{\text {ext }}$ (see (25)) with the kernels $F^{(m)} \in \mathcal{H}_{\text {ext }}^{(m)}$ satisfying a condition: there exists $q \in \mathbb{Z}_{+}$such that $\sum_{m=0}^{\infty}(m!)^{1-\beta} 2^{-q m}\left|F^{(m)}\right|_{\text {ext }}^{2}<\infty$. It follows from Definition 8 and Theorem 1 that $B_{\beta}$ is an algebra with respect to the pointwise multiplication.

Let $g \in \mathcal{H}_{\text {ext }}^{(1)}=\mathcal{H}_{\mathrm{C}}$. We define a "directional derivative" $D_{g}^{\diamond}: B_{\beta} \rightarrow B_{\beta}$ as follows. Set for $(S F)(\cdot)=\sum_{m=0}^{\infty}\left(F^{(m)},{ }^{\otimes m}\right)_{\text {ext }} \in B_{\beta}\left(F \in\left(L^{2}\right)^{-\beta}, F^{(m)} \in \mathcal{H}_{\text {ext }}^{(m)}\right.$ are the kernels from decomposition (5) for $F$ )

$$
\begin{equation*}
\left(D_{g}^{\diamond} S F\right)(\cdot):=\sum_{m=0}^{\infty}(m+1)\left(F^{(m+1)}, g \diamond\left(\cdot{ }^{\otimes m}\right)\right)_{e x t}=\sum_{m=0}^{\infty}(m+1)\left(\left(g, F^{(m+1)}\right)_{e x t},{ }^{\otimes m}\right)_{e x t} \in B_{\beta} \tag{36}
\end{equation*}
$$

(see (19)). Since $S^{-1}\left(D_{g}^{\diamond} S F\right)=\sum_{m=0}^{\infty}(m+1):\left\langle o^{\otimes m},\left(g, F^{(m+1)}\right)_{\text {ext }}\right\rangle:=(D F)(g) \in\left(L^{2}\right)^{-\beta}$ (see (22)), the operator $D_{g}^{\diamond}$ is well-defined and the following statement is valid.

Proposition. The operator of stochastic differentiation $(D \circ)(g), g \in \mathcal{H}_{\text {ext }}^{(1)}=\mathcal{H}_{\mathrm{C}}$, is the preimage of the "directional derivative" $D_{g}^{\diamond}$ of $S \circ$ under the $S$-transform, i.e. for all $F \in\left(L^{2}\right)^{-\beta}$

$$
\begin{equation*}
(D F)(g)=S^{-1}\left(D_{g}^{\diamond} S F\right) \in\left(L^{2}\right)^{-\beta} . \tag{37}
\end{equation*}
$$

Remark. If we introduce on $B_{\beta}$ a topology induced by the (inductive limit) topology of $\left(L^{2}\right)^{-\beta}$, then the $S$-transform will be a topological isomorphism between a topological algebra $\left(L^{2}\right)^{-\beta}$ with the Wick multiplication and a topological algebra $B_{\beta}$ with the pointwise multiplication. Now the "directional derivative" $D_{g}^{\diamond}, g \in \mathcal{H}_{\text {ext }}^{(1)}$, is the image on $B_{\beta}$ of the operator of stochastic differentiation $(D \circ)(g)$ on $\left(L^{2}\right)^{-\beta}$ (under the $S$-transform). Of course, $D_{g}^{\diamond}: B_{\beta} \rightarrow B_{\beta}$ is a linear continuous operator.

The main result of this subsection is the following
Theorem 6. The operator of stochastic differentiation $D$ is a differentiation with respect to the Wick multiplication, i.e. for arbitrary $F, G \in\left(L^{2}\right)^{-\beta}$ and $g \in \mathcal{H}_{e x t}^{(1)}=\mathcal{H}_{\mathrm{C}}$

$$
\begin{equation*}
(D(F \diamond G))(g)=(D F)(g) \diamond G+F \diamond(D G)(g) \in\left(L^{2}\right)^{-\beta} . \tag{38}
\end{equation*}
$$

Proof. First we note that the expressions in the left hand side and in the right hand side of (38) belong to $\left(L^{2}\right)^{-\beta}$, this follows from the definition of operator (23) and Theorem 1. Let us prove the equality (38). By (37) and the first formula in (26)

$$
\begin{aligned}
& (D(F \diamond G))(g)=S^{-1}\left(D_{g}^{\diamond}(S(F \diamond G))\right)=S^{-1}\left(D_{g}^{\diamond}(S F \cdot S G)\right), \\
& (D F)(g) \diamond G=S^{-1}(S(D F)(g) \cdot S G)=S^{-1}\left(D_{g}^{\diamond}(S F) \cdot S G\right), \\
& F \diamond(D G)(g)=S^{-1}(S F \cdot S(D G)(g))=S^{-1}\left(S F \cdot D_{g}^{\diamond}(S G)\right),
\end{aligned}
$$

therefore it is sufficient to prove that

$$
\begin{equation*}
D_{g}^{\diamond}(S F \cdot S G)=D_{g}^{\diamond}(S F) \cdot S G+S F \cdot D_{g}^{\diamond}(S G) \tag{39}
\end{equation*}
$$

Let $F^{(m)}, G^{(m)} \in \mathcal{H}_{\text {ext }}^{(m)}$ be the kernels from decompositions (5) for $F$ and $G$ respectively. Using (25), (29) and (36), we obtain

$$
\begin{aligned}
& (S F)(\lambda)=\sum_{n=0}^{\infty}\left(F^{(n)}, \lambda^{\otimes n}\right)_{e x t},(S G)(\lambda)=\sum_{m=0}^{\infty}\left(G^{(m)}, \lambda^{\otimes m}\right)_{e x t}, \\
& (S F)(\lambda) \cdot(S G)(\lambda)=\sum_{n, m=0}^{\infty}\left(F^{(n)} \diamond G^{(m)}, \lambda^{\otimes n+m}\right)_{e x t}, \\
& D_{g}^{\diamond}((S F)(\lambda) \cdot(S G)(\lambda))=\sum_{n, m=0}^{\infty}(n+m)\left(F^{(n)} \diamond G^{(m)}, g \diamond \lambda^{\otimes n+m-1}\right)_{e x t}, \\
& D_{g}^{\diamond}(S F)(\lambda)=\sum_{n=0}^{\infty} n\left(F^{(n)}, g \diamond \lambda^{\otimes n-1}\right)_{e x t}, D_{g}^{\diamond}(S G)(\lambda)=\sum_{m=0}^{\infty} m\left(G^{(m)}, g \diamond \lambda^{\otimes m-1}\right)_{e x t} \\
& D_{g}^{\diamond}(S F)(\lambda) \cdot(S G)(\lambda)=\sum_{n, m=0}^{\infty} n\left(F^{(n)}, g \diamond \lambda^{\otimes n-1}\right)_{e x t}\left(G^{(m)}, \lambda^{\otimes m}\right)_{e x t}, \\
& (S F)(\lambda) \cdot D_{g}^{\diamond}(S G)(\lambda)=\sum_{n, m=0}^{\infty} m\left(F^{(n)}, \lambda^{\otimes n}\right)_{e x t}\left(G^{(m)}, g \diamond \lambda^{\otimes m-1}\right)_{e x t},
\end{aligned}
$$

here $\lambda \in \mathcal{D}_{\mathrm{C}}$. So, in order to prove (39), it is sufficient to show that for all $n, m \in \mathbb{Z}_{+}$

$$
\begin{align*}
(n+m)\left(F^{(n)} \diamond G^{(m)}, g \diamond \lambda^{\otimes n+m-1}\right)_{e x t} & =n\left(F^{(n)}, g \diamond \lambda^{\otimes n-1}\right)_{e x t}\left(G^{(m)}, \lambda^{\otimes m}\right)_{e x t} \\
& +m\left(F^{(n)}, \lambda^{\otimes n}\right)_{e x t}\left(G^{(m)}, g \diamond \lambda^{\otimes m-1}\right)_{e x t} . \tag{40}
\end{align*}
$$

It is easy to see that for $n=0$ or $m=0$ equality (40) is valid, therefore we consider the case $n, m \in \mathbb{N}$ only.

Let us consider $(n+m)\left(F^{(n)} \diamond G^{(m)}, g \diamond \lambda^{\otimes n+m-1}\right)_{\text {ext }}$. Denote by $\dot{f}^{(n)} \in F^{(n)}$ and $\dot{g}^{(m)} \in$ $G^{(m)}$ representatives of the equivalence classes $F^{(n)}$ and $G^{(m)}$. Set $\widetilde{f^{(n)} g^{(m)}}:=\dot{f^{(n)} \cdot \dot{g}^{(m)}}$ (an operation $\widetilde{o}$ is defined in (17)). Let $\widehat{f^{(n)} g^{(m)}}$ be the symmetrization of $\widehat{f^{(n)} g^{(m)}}$ with respect to all arguments. We remind that $F^{(n)} \diamond G^{(m)}$ is an equivalence class in $\mathcal{H}_{\text {ext }}^{(n+m)}$ that is generated by $\widehat{f^{(n) g^{(m)}}}: \widehat{f^{(n)} g^{(m)}} \in F^{(n)} \diamond G^{(m)}$. Similarly for $\lambda \in \mathcal{D}_{\mathrm{C}}$ and a representative $\dot{g} \in g, g \in \mathcal{H}_{\text {ext }}^{(1)}$,
 respect to all arguments. Then $\lambda^{\widehat{\otimes n+m-1}} g \in g \diamond \lambda^{\otimes n+m-1}$ (an equivalence class $g \diamond \lambda^{\otimes n+m-1} \in$ $\mathcal{H}_{\text {ext }}^{(n+m)}$ is generated by $\lambda^{\widehat{\otimes n+m-1} g) . ~}$

Without loss of generality, one can assume that $\dot{f}^{(n)}$ and $\dot{g}^{(m)}$ are symmetric functions, and $m \geq n$. Taking this into consideration, we obtain

$$
\begin{align*}
& \widehat{f^{(n)} g^{(m)}}\left(u_{1}, \ldots, u_{n} ; u_{n+1}, \ldots, u_{n+m}\right)=\frac{n!m!}{(n+m)!} \\
& \times \sum_{\substack{1 \leq p_{1}, \ldots, p_{n} \leq n, n+1 \leq q_{1}, \ldots q_{m} \leq n+m \\
0 \leq r \leq n, p_{1}<\cdots<p_{r}, p_{r} \leq 1<\cdots<p_{n}, q_{1}<\ldots<q_{n-r}, q_{n-r+1}<\cdots<q_{m}}}^{f^{(n)} g^{(m)}}\left(u_{p_{1}}, \ldots, u_{p_{r}}, u_{q_{1}}, \ldots, u_{q_{n-r}} ;\right.  \tag{41}\\
& \left.u_{p_{r+1}}, \ldots, u_{p_{n}}, u_{q_{n-r+1}}, \ldots, u_{q_{m}}\right),
\end{align*}
$$

here for $r=n$ the argument in the right hand side of (41) is ( $\left.u_{1}, \ldots, u_{n} ; u_{n+1}, \ldots, u_{n+m}\right)$; for $r=$ 0 this argument is ( $u_{q_{1}}, \ldots, u_{q_{n}} ; u_{1}, \ldots, u_{n}, u_{q_{n+1}}, \ldots, u_{q_{m}}$ ) (see [7] for a detailed explanation).

Substituting (41) in the left hand side of (40), we obtain (see (6))

$$
\begin{align*}
& (n+m)\left(F^{(n)} \diamond G^{(m)}, g \diamond \lambda^{\otimes n+m-1}\right)_{e x t}=(n+m)\left(\widehat{f^{(n)} g^{(m)}}, \lambda^{\otimes n+m-1} g\right)_{e x t} \\
& =(n+m) \sum_{\substack{k, l_{s} s_{j} \in \mathbb{N}: j=1, \ldots, k, l_{1}>l_{2}>\cdots>l_{k} \\
l_{1} s_{1}+\cdots+l_{k}=2}} \frac{(n+m)!}{s_{1}!\cdots s_{k}!}\left(\frac{\left\|p_{l_{1}}\right\|_{\nu}}{l_{1}!}\right)^{2 s_{1}} \cdots\left(\frac{\left\|p_{l_{k}}\right\|_{\nu}}{l_{k}!}\right)^{2 s_{k}} \\
& \times \int_{\mathbb{R}_{+}^{s_{1}+\cdots+s_{k}}} \widehat{f^{(n)} g^{(m)}}(\underbrace{u_{1}, \ldots, u_{1}}_{l_{1}}, \cdots, \underbrace{u_{s_{1}+\cdots+s_{k}} \ldots, u_{s_{1}+\cdots+s_{k}}}_{l_{k}}) \\
& \times(\lambda \widehat{\otimes n+m-1} g)(\underbrace{u_{1}, \cdots, u_{1}}_{l_{1}}, \cdots, \underbrace{u_{s_{1}+\cdots+s_{k}}, \ldots, u_{s_{1}+\cdots+s_{k}}}_{l_{k}}) d u_{1} \cdots d u_{s_{1}+\cdots+s_{k}}=  \tag{42}\\
& =(n+m) \sum_{\substack{k, l_{j} s_{j} \in \mathbb{N}: j=1, \ldots, k_{k}, l_{1}>l_{2}>\cdots>l_{k^{\prime}} \\
l_{1} s_{1}+\cdots+l_{k} s_{k}=n+m}} \frac{n!m!}{s_{1}!\cdots s_{k}!}\left(\frac{\left\|p_{l_{1}}\right\|_{\nu}}{l_{1}!}\right)^{2 s_{1}} \cdots\left(\frac{\left\|p_{l_{k}}\right\|_{v}}{l_{k}!}\right)^{2 s_{k}} \\
& \times[\int_{\mathbb{R}_{+}^{s_{1}}+\cdots+s_{k}} \widetilde{f^{(n)} g^{(m)}}(\underbrace{u_{1}, \ldots, u_{1}}_{l_{1}}, \cdots, \underbrace{u_{s_{1}+\cdots+s_{k}} \ldots, u_{s_{1}+\cdots+s_{k}}}_{l_{k}}) \\
& \times(\lambda^{\widehat{\otimes n+m-1} g)}(\underbrace{u_{1}, \ldots, u_{1}}_{l_{1}}, \ldots, \underbrace{u_{s_{1}+\cdots+s_{k}}, \ldots, u_{s_{1}+\cdots+s_{k}}}_{l_{k}}) d u_{1} \cdots d u_{s_{1}+\cdots+s_{k}}+\ldots] .
\end{align*}
$$

We say that a collection of equal among one another arguments (e.g., $\left(u_{1}, \ldots, u_{1}\right)$ ) is called a procession. It follows from the ordering in ascending of indexes in (41) and in (6) that processions in summands in interior sums $[\cdots]$ from (42) can "tear" only so that different parts of a "torn" procession will be for different parties from ';'; processions being for one side from ';' do not switch places; and elements in processions do not switch places. In addition, it follows from a construction of $\widetilde{f^{(n)} g^{(m)}}$ (see (17)) that summands in interior sums [..] from (42), in which a procession is divided by ';', are equal to zero. Another summands (if there exist for a collection $k, l_{j}, s_{j}$ ) disintegrate on groups of equal among one another integrals. These groups arise by means of transpositions of processions with equal quantity of members, which are placed before ' $;$ ' and after ' $;$ ', an equality of integrals under such transpositions from the symmetric property of a function $\lambda^{\widehat{\otimes n+m-1}} g$ follows: this symmetry gives a possibility to transpose mutually processions with equal quantity of members in the argument of $\lambda^{\boxed{\otimes n+m-1}} \mathrm{~g}$. It is clear that if there are $s^{\prime}$ processions of length $l$ before ';' and $s^{\prime \prime}$ processions of length $l$ after ';' tnen by means of mutual transpositions of these processions one can obtain $\frac{\left(s^{\prime}+s^{\prime \prime}\right)!}{s^{\prime}!s^{\prime \prime}!}$ equal summands.

So, nonzero terms in the last expression in (42) are "connected" with equalities

$$
\begin{equation*}
l_{1} s_{1}+\cdots+l_{k} s_{k}=n+m, \tag{43}
\end{equation*}
$$

that can be presented in the form

$$
\begin{gather*}
l_{1}^{\prime} s_{1}^{\prime}+\cdots+l_{k^{\prime}}^{\prime} s_{k^{\prime}}^{\prime}=n, l_{1}^{\prime \prime} s_{1}^{\prime \prime}+\cdots+l_{k^{\prime \prime}}^{\prime \prime} s_{k^{\prime \prime}}^{\prime \prime}=m, \\
k^{\prime}, k^{\prime \prime}, l_{1}^{\prime}, \ldots, l_{k^{\prime}}^{\prime}, s_{1}^{\prime}, \ldots, s_{k^{\prime}}^{\prime}, l_{1}^{\prime \prime}, \ldots, l_{k^{\prime \prime}}^{\prime \prime}, s_{1}^{\prime \prime}, \ldots, s_{k^{\prime \prime}}^{\prime \prime} \in \mathbb{N},  \tag{44}\\
l_{1}^{\prime}>\cdots>l_{k^{\prime}}^{\prime}, l_{1}^{\prime \prime}>\cdots>l_{k^{\prime \prime}}^{\prime \prime}
\end{gather*}
$$

(the first sum in (44) corresponds to first $n$ arguments of $\widetilde{f^{(n)} g^{(m)}}$, the second sum corresponds to last $m$ arguments) as follows. For each $s_{j}$ from (43) either there exists $s_{i}^{\prime}=s_{j}\left(l_{i}^{\prime}=l_{j}\right)$ or there exists $s_{i}^{\prime \prime}=s_{j}\left(l_{i}^{\prime \prime}=l_{j}\right)$ or there exist $s_{i}^{\prime}$ and $s_{w}^{\prime \prime}$ such that $s_{i}^{\prime}+s_{w}^{\prime \prime}=s_{j}\left(l_{i}^{\prime}=l_{w}^{\prime \prime}=l_{j}\right)$. Inequalities for $l^{\prime}, l_{1}^{\prime \prime}$ in (44) follow from inequalities $l_{1}>\cdots>l_{k}$ and ordering of indexes in (41) and (6) (more long processions have smaller indexes of arguments).

We will replace each group of the above-described equal among one another integrals in the right hand side of (42) by a representative multiplied by a quantity of terms in the group. Also, since the Lebesgue measure is non-atomic, we can replace here $\widehat{f^{(n)} g^{(m)}}$ by $\dot{f}^{(n)} \cdot \dot{g}^{(m)}$ (in summands that remain elements of each procession are placed on the same side of ';'). Now, taking into account that $w^{s^{\prime}+s^{\prime \prime}}=w^{s^{\prime}} w w^{s^{\prime \prime}}$, one can rewrite the last expression in (42) in the form

$$
\begin{align*}
& \times\left(\frac{\left\|p_{l_{1}^{\prime}}\right\|_{\nu}}{l_{1}^{\prime}!}\right)^{2 s_{1}^{\prime}} \cdots\left(\frac{\left\|p_{l_{k^{\prime}}^{\prime}}\right\|_{v}}{l_{k^{\prime}}^{\prime}!}\right)^{2 s_{k^{\prime}}^{\prime}}\left(\frac{\left\|p_{l_{1}^{\prime \prime}}\right\|_{v}}{l_{1}^{\prime \prime}!}\right)^{2 s_{1}^{\prime \prime}} \cdots\left(\frac{\left\|p_{l_{\prime^{\prime \prime}}^{\prime \prime}}\right\|_{v}}{l_{k^{\prime \prime}}^{\prime \prime}!}\right)^{2 s_{k^{\prime \prime}}^{\prime \prime}} \\
& \times \int_{\mathbb{R}_{+}^{s_{1}^{\prime}+\cdots+s_{k^{\prime}}^{\prime}+s_{1}^{\prime \prime}+\cdots+s_{k^{\prime \prime}}^{\prime \prime}}} \dot{f}^{(n)}(\underbrace{u_{1}, \ldots, u_{1}}_{l_{1}^{\prime}}, \cdots, \underbrace{u_{s_{1}^{\prime}+\cdots+s_{k^{\prime}}^{\prime}} \ldots, u_{s_{1}^{\prime}+\cdots+s_{k^{\prime}}^{\prime}}}_{l_{k^{\prime}}^{\prime}}) \\
& \times \dot{g}^{(m)}(\underbrace{u_{n+1}, \ldots, u_{n+1}}_{l_{1}^{\prime \prime}}, \cdots, \underbrace{\left.u_{n+s_{1}^{\prime \prime}+\cdots+s_{k^{\prime \prime}}^{\prime \prime}, \ldots, u_{n+s_{1}^{\prime \prime}}+\cdots+s_{k^{\prime \prime}}^{\prime \prime}}\right)}_{l_{k^{\prime \prime}}^{\prime \prime}}  \tag{45}\\
& \times(\lambda \widehat{\otimes n+m-1} g)(\underbrace{u_{1}, \ldots, u_{1}}_{l_{1}^{\prime}}, \ldots, \underbrace{u_{s_{1}^{\prime}+\cdots+s_{k^{\prime}}^{\prime}}, \ldots, u_{s_{1}^{\prime}+\cdots+s_{k^{\prime}}^{\prime}}}_{l_{k^{\prime}}^{\prime}} \text {, } \\
& \underbrace{u_{n+1}, \ldots, u_{n+1}}_{l_{1}^{\prime \prime}}, \cdots, \underbrace{u_{n+s_{1}^{\prime \prime}+\cdots+s_{k^{\prime \prime}}^{\prime \prime}}, \ldots, u_{n+s_{1}^{\prime \prime}+\cdots+s_{k^{\prime \prime}}^{\prime \prime}}}_{l_{k^{\prime \prime}}^{\prime \prime}}) \\
& \times d u_{1} \cdots d u_{s_{1}^{\prime}+\cdots+s_{k^{\prime}}^{\prime}} d u_{n+1} \cdots d u_{n+s_{1}^{\prime \prime}+\cdots+s_{k^{\prime \prime}}^{\prime \prime}} .
\end{align*}
$$

Further, the symmetrization of a function $\lambda \widetilde{\otimes n+m-1} g$ has a form

$$
\begin{equation*}
\left(\lambda^{\widehat{\otimes n+m-1}} g\right)\left(u_{1}, \ldots, u_{n+m}\right)=\frac{1}{(n+m)!} \sum_{\pi \in S_{n+m}}\left(\lambda^{\widetilde{\otimes n+m-1} g)\left(u_{\pi(1)}, \ldots, u_{\pi(n+m)}\right), ~, ~}\right. \tag{46}
\end{equation*}
$$

where $S_{n+m}$ is the set of all permutations of numbers $1, \ldots, n+m$. This representation can be essentially simplified if we take into account that $\lambda^{\otimes n+m-1} g$ is a symmetric function with respect to first $n+m-1$ arguments. Namely, consider all summands from (46) with the last argument $u_{n+m}$. It is clear that there are $(n+m-1)$ ! such summands, because they can be obtained by arbitrary permutations of arguments $u_{1}, \ldots, u_{n+m-1}$. Taking into account the abovementioned symmetry one can conclude that all these summands are equal among one another. So, it is possible to replace them by an arbitrary representative multiplied by $(n+m-1)$ !. Similarly one can group summands with the last arguments $u_{n+m-1}, u_{n+m-2}, \ldots, u_{1}$. Substituting
multiplied by $(n+m-1)$ ! representatives of these groups of summands in (46), we obtain

$$
\begin{align*}
& \left(\lambda^{\otimes n+m-1} g\right)\left(u_{1}, \ldots, u_{n+m}\right)=\frac{1}{(n+m)}\left[\left(\lambda^{\otimes n+m-1} g\right)\left(u_{1}, \ldots, u_{n+m}\right)\right.  \tag{47}\\
& +\left(\lambda^{\left.\widetilde{\otimes n+m-1} g)\left(u_{n+m}, u_{1}, \ldots, u_{n+m-1}\right)+\ldots+\left(\lambda^{\otimes n+m-1} g\right)\left(u_{2}, \ldots, u_{n+m}, u_{1}\right)\right]}\right.
\end{align*}
$$

(representatives of the above-described groups of summands are selected subject to consequent calculations).

Substituting (47) in (45), we obtain

$$
\begin{aligned}
& \sum_{l_{1}^{\prime} 1_{1}^{\prime}+\cdots+l_{k^{\prime}}^{\prime} s_{k^{\prime}}^{\prime}=n, l_{1}^{\prime \prime} s_{1}^{\prime \prime}+\cdots+l_{1 \prime \prime \prime}^{\prime \prime} s_{k^{\prime \prime}}^{\prime \prime}=m,} \frac{n!m!}{s_{1}^{\prime}!\cdots s_{k^{\prime}}^{\prime}!s_{1}^{\prime \prime \prime}!\cdots s_{k^{\prime \prime}}^{\prime \prime \prime}!}
\end{aligned}
$$

$$
\begin{align*}
& \times\left(\frac{\left\|p_{l_{1}}\right\|_{\nu}}{l_{1}^{\prime}!}\right)^{2 s_{1}^{\prime}} \cdots\left(\frac{\left\|p_{l_{k^{\prime}}^{\prime}}\right\|_{\nu}}{l_{k^{\prime}}!}\right)^{2 s_{k^{\prime}}^{\prime}}\left(\frac{\left\|p_{l_{1}^{\prime \prime}}\right\|_{\nu}}{l_{1}^{\prime \prime}!}\right)^{2 s_{1}^{\prime \prime}} \cdots\left(\frac{\left\|p_{l_{k^{\prime \prime}}^{\prime \prime}}\right\|_{v}}{l_{k^{\prime \prime}}^{\prime \prime}!}\right)^{2 s_{k^{\prime \prime}}^{\prime \prime}} \\
& \times \int_{\mathbb{R}_{+}^{s_{1}^{\prime}+\cdots+s_{k^{\prime}}^{\prime}+s_{1}^{\prime \prime}+\cdots+s_{k^{\prime \prime}}^{\prime \prime}}} \dot{f}^{(n)}(\underbrace{u_{1}, \ldots, u_{1}}_{l_{1}^{\prime}}, \cdots, \underbrace{u_{s_{1}^{\prime}+\cdots+s_{k^{\prime}}^{\prime}} \ldots, u_{s_{1}^{\prime}+\cdots+s_{k^{\prime}}^{\prime}}}_{l_{k^{\prime}}^{\prime}}) \\
& \times \dot{g}^{(m)}(\underbrace{u_{n+1}, \ldots, u_{n+1}}_{l_{1}^{\prime \prime}}, \ldots, \underbrace{\left.u_{n+s_{1}^{\prime \prime}+\cdots+s_{k^{\prime \prime}}^{\prime \prime}}, \ldots, u_{n+s_{1}^{\prime \prime}+\cdots+s_{k^{\prime \prime}}^{\prime \prime}}\right)}_{l_{k^{\prime \prime}}^{\prime \prime}}  \tag{48}\\
& \times[(\lambda \widetilde{\otimes n+m-1} g)(\underbrace{u_{1}, \ldots, u_{1}}_{l_{1}^{\prime}}, \ldots, \underbrace{u_{s_{1}^{\prime}+\cdots+s_{k^{\prime}}^{\prime}} \ldots, u_{s_{1}^{\prime}+\cdots+s_{k^{\prime}}^{\prime}}}_{l_{k^{\prime}}^{\prime}}, \\
& \underbrace{u_{n+1}, \ldots, u_{n+1}}_{l_{1}^{\prime \prime}}, \cdots, \underbrace{u_{n+s_{1}^{\prime \prime}+\cdots+s_{k_{k}^{\prime \prime}}^{\prime \prime}} \ldots, u_{n+s_{1}^{\prime \prime}+\cdots+s_{k^{\prime \prime}}^{\prime \prime}}}_{l_{k^{\prime \prime}}^{\prime \prime}})+\ldots] \\
& \times d u_{1} \cdots d u_{s_{1}^{\prime}+\cdots+s_{k^{\prime}}^{\prime}} d u_{n+1} \cdots d u_{n+s_{1}^{\prime \prime}+\cdots+s_{k^{\prime \prime}}^{\prime \prime}}
\end{align*}
$$

where each next term in the sum $[\cdots]$ with $n+m$ summands is obtained from the previous term by the "shift of arguments": $\left(\cdot 1, \ldots, \cdot_{n+m-1},{ }_{n+m}\right) \rightarrow\left({ }_{n+m},{ }_{1}, \ldots, \cdot_{n+m-1}\right)$ etc. Taking into account the structure of $\lambda^{\otimes n+m-1} g$ (in particular, its symmetry with respect to first $n+$ $m-1$ arguments), the non-atomicity of the Lebesgue measure, and equalities (47) for $\lambda^{\lambda^{8 m-1}} g$ and $\widehat{\lambda^{\otimes n-1} g}$, we can continue (48) as follows:

$$
\begin{aligned}
& (n+m)\left(F^{(n)} \diamond G^{(m)}, g \diamond \lambda^{\otimes n+m-1}\right)_{e x t}
\end{aligned}
$$

$$
\begin{aligned}
& \times\left(\frac{\left\|p_{l_{1}^{\prime}}\right\|_{\nu}}{l_{1}^{\prime}!}\right)^{2 s_{1}^{\prime}} \cdots\left(\frac{\left\|p_{l_{k^{\prime}}^{\prime}}\right\|_{v}}{l_{k^{\prime}}^{\prime}!}\right)^{2 s_{k^{\prime}}^{\prime}}\left(\frac{\left\|p_{l_{1}^{\prime}}\right\|_{v}}{l_{1}^{\prime \prime}!}\right)^{2 s_{1}^{\prime \prime}} \cdots\left(\frac{\left\|p_{l_{l^{\prime \prime}}}\right\|_{v}}{l_{k^{\prime \prime}}^{\prime \prime}!}\right)^{2 s_{k^{\prime \prime}}^{\prime \prime}} \\
& \times \int_{\mathbb{R}_{+}^{s_{1}^{\prime}+\cdots+s_{k^{\prime}}^{\prime}+s_{1}^{\prime \prime}+\cdots+s_{k^{\prime \prime}}^{\prime \prime}}} \dot{f}^{(n)}(\underbrace{u_{1}, \ldots, u_{1}}_{l_{1}^{\prime}}, \cdots, \underbrace{u_{s_{1}^{\prime}+\cdots+s_{k^{\prime}}^{\prime}} \ldots, u_{s_{1}^{\prime}+\cdots+s_{k^{\prime}}^{\prime}}}_{l_{k^{\prime}}^{\prime}})
\end{aligned}
$$

$$
\begin{aligned}
& \times \dot{g}^{(m)}(\underbrace{u_{n+1}, \ldots, u_{n+1}}_{l_{1}^{\prime \prime}}, \cdots, \underbrace{\left.u_{n+s_{1}^{\prime \prime}+\cdots+s_{k^{\prime \prime}}^{\prime \prime}}, \ldots, u_{n+s_{1}^{\prime \prime}+\cdots+s_{k^{\prime \prime}}^{\prime \prime}}\right) \times\left[\lambda \lambda^{l_{1}^{\prime}}\left(u_{1}\right) \cdots \lambda \lambda_{k^{\prime}}^{\prime}\left(u_{s_{1}^{\prime}+\cdots+s_{k^{\prime}}^{\prime}}\right), ~()^{\prime \prime}\right)}_{l_{k^{\prime \prime}}^{\prime \prime}}
\end{aligned}
$$

$$
\begin{aligned}
& \times d u_{1} \cdots d u_{s_{1}^{\prime}+\cdots+s_{k^{\prime}}^{\prime}} d u_{n+1} \cdots d u_{n+s_{1}^{\prime \prime}+\cdots+s_{k^{\prime \prime}}^{\prime \prime}}
\end{aligned}
$$

$$
\begin{aligned}
& \times\left(\frac{\left\|p_{l_{1}^{\prime}}\right\|_{\nu}}{l_{1}^{\prime}!}\right)^{2 s_{1}^{\prime}} \cdots\left(\frac{\left\|p_{l_{k^{\prime}}^{\prime}}\right\|_{\nu}}{l_{k^{\prime}}^{\prime}!}\right)^{2 s_{k^{\prime}}^{\prime}}\left(\frac{\left\|p_{l_{1}^{\prime \prime}}\right\|_{\nu}}{l_{1}^{\prime \prime}!}\right)^{2 s_{1}^{\prime \prime}} \cdots\left(\frac{\left\|p_{l_{k^{\prime \prime}}^{\prime \prime}}\right\|_{\nu}}{l_{k^{\prime \prime}}^{\prime \prime}!}\right)^{2 s_{k^{\prime \prime}}^{\prime \prime}} \\
& \times \int_{\mathbb{R}_{+}^{s_{1}^{\prime}}+\cdots+s_{k^{\prime}}^{\prime}+s_{1}^{\prime \prime}+\cdots+s_{k^{\prime \prime}}^{\prime \prime}} \dot{f}^{(n)}(\underbrace{u_{1}, \ldots, u_{1}}_{l_{1}^{\prime}}, \cdots, \underbrace{u_{s_{1}^{\prime}+\cdots+s_{k^{\prime}}^{\prime}}^{\prime} \ldots, u_{s_{1}^{\prime}+\cdots+s_{k^{\prime}}^{\prime}}}_{l_{k^{\prime}}^{\prime}}) \\
& \times \dot{g}^{(m)}(\underbrace{u_{n+1}, \ldots, u_{n+1}}_{l_{1}^{\prime \prime}}, \cdots, \underbrace{\left.u_{n+s_{1}^{\prime \prime}+\cdots+s_{k^{\prime \prime}}^{\prime \prime}}^{u_{n}, u_{n+s_{1}^{\prime \prime}+\cdots+s_{k^{\prime \prime}}^{\prime \prime}}}\right) .}_{l_{k^{\prime \prime}}^{\prime \prime}} \\
& \times[((\widetilde{\lambda \nabla n-1} g)(\underbrace{u_{1}, \ldots, u_{1}}_{l_{1}^{\prime}}, \cdots, \underbrace{u_{s_{1}^{\prime}+\cdots+s_{k^{\prime}}^{\prime}} \ldots, u_{s_{1}^{\prime}+\cdots+s_{k}^{\prime}}}_{l_{k^{\prime}}^{\prime}})+\cdots) \\
& \left.\times \lambda^{l_{1}^{\prime \prime}}\left(u_{n+1}\right) \cdots \lambda_{k^{\prime \prime}}^{l^{\prime \prime}}\left(u_{n+s_{1}^{\prime \prime}+\cdots+s_{k^{\prime \prime}}^{\prime \prime}}\right)\right] d u_{1} \cdots d u_{s_{1}^{\prime}+\cdots+s_{k^{\prime}}^{\prime}} d u_{n+1} \cdots d u_{n+s_{1}^{\prime \prime}+\cdots+s_{k^{\prime \prime}}^{\prime \prime}} \\
& =m\left(\dot{f}^{(n)}, \lambda^{\otimes n}\right)_{\text {ext }}\left(\dot{g}^{(m)}, \lambda^{\otimes m-1} g\right)_{e x t}+n\left(\dot{f}^{(n)}, \widehat{\left.\lambda^{\otimes n-1} g\right)_{e x t}\left(\dot{g}^{(m)}, \lambda^{\otimes m}\right)_{e x t}}\right. \\
& =m\left(F^{(n)}, \lambda^{\otimes n}\right)_{\text {ext }}\left(G^{(m)}, g \diamond \lambda^{\otimes m-1}\right)_{\text {ext }}+n\left(F^{(n)}, g \diamond \lambda^{\otimes n-1}\right)_{\text {ext }}\left(G^{(m)}, \lambda^{\otimes m}\right)_{\text {ext }} .
\end{aligned}
$$

So, (40) is fulfilled, hence (39) is valid and therefore equality (38) is proved.
Corollary. Let $F \in\left(L^{2}\right)^{-\beta}, g \in \mathcal{H}_{e x t}^{(1)}=\mathcal{H}_{\mathrm{C}}$, and $h: \mathbb{C} \rightarrow \mathbb{C}$ be a holomorphic at $(S F)(0)$ function. Then

$$
\begin{equation*}
\left(D h^{\diamond}(F)\right)(g)=h^{\prime \diamond}(F) \diamond(D F)(g) \in\left(L^{2}\right)^{-1} \tag{49}
\end{equation*}
$$

where $h^{\wedge \diamond}$ is the Wick version of the usual derivative of a function $h$.
Proof. First we'll prove by the mathematical induction method that for each $m \in \mathbb{Z}_{+}$

$$
\begin{equation*}
\left(D(F-(S F)(0))^{\diamond m}\right)(g)=m(F-(S F)(0))^{\diamond m-1} \diamond(D F)(g) . \tag{50}
\end{equation*}
$$

In fact, in the case $m=0$ equality (50) is, obviously, true (we remind that $(F-(S F)(0))^{\diamond 0}=1$ by definition and for $G \in \mathbb{C} \subset\left(L^{2}\right)^{-\beta} D G=0$ ). Let us suppose that (50) is valid for $m \leq k$, $k \in \mathbb{Z}_{+}$. In particular,

$$
\begin{equation*}
\left(D(F-(S F)(0))^{\diamond k}\right)(g)=k(F-(S F)(0))^{\diamond k-1} \diamond(D F)(g) . \tag{51}
\end{equation*}
$$

We have to show that

$$
\left(D(F-(S F)(0))^{\diamond k+1}\right)(g)=(k+1)(F-(S F)(0))^{\diamond k} \diamond(D F)(g) .
$$

Using (38) and (51) we obtain

$$
\begin{aligned}
& \left(D(F-(S F)(0))^{\diamond k+1}\right)(g)=\left(D\left[(F-(S F)(0))^{\diamond k} \diamond(F-(S F)(0))\right]\right)(g) \\
& =\left(D(F-(S F)(0))^{\diamond k}\right)(g) \diamond(F-(S F)(0))+(F-(S F)(0))^{\diamond k} \diamond(D(F-(S F)(0)))(g) \\
& =k(F-(S F)(0))^{\diamond k-1} \diamond(D F)(g) \diamond(F-(S F)(0))+(F-(S F)(0))^{\diamond k} \diamond(D F)(g) \\
& =k(F-(S F)(0))^{\diamond k} \diamond(D F)(g)+(F-(S F)(0))^{\diamond k} \diamond(D F)(g) \\
& =(k+1)(F-(S F)(0))^{\diamond k} \diamond(D F)(g),
\end{aligned}
$$

which is what had to be proved.
Further, consider decomposition (28) for $h^{\diamond}(F)$. Let $h_{N}^{\diamond}(F):=\sum_{m=0}^{N} h_{m}(F-(S F)(0))^{\diamond m}$ be the $N$-th partial sum of this decomposition. It follows from the linearity of $D,(50)$, and Theorems 2 and 1 that

$$
\begin{aligned}
\left(D h_{N}^{\diamond}(F)\right)(g) & =\sum_{m=1}^{N} h_{m}\left(D(F-(S F)(0))^{\diamond m}\right)(g) \\
& =\sum_{m=1}^{N} h_{m} m(F-(S F)(0))^{\diamond m-1} \diamond(D F)(g) \underset{N \rightarrow \infty}{\rightarrow} h^{\prime \diamond}(F) \diamond(D F)(g)
\end{aligned}
$$

in $\left(L^{2}\right)^{-1}$, where $h^{\prime \diamond}$ is the Wick version of the usual derivative of a function $h$. On the other hand, since $(D \circ)(g)$ is a continuous operator on $\left(L^{2}\right)^{-1},\left(D h_{N}^{\diamond}(F)\right)(g) \underset{N \rightarrow \infty}{\rightarrow}\left(D h^{\diamond}(F)\right)(g)$ in $\left(L^{2}\right)^{-1}$. So, equality (49) is valid.
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Фрей М.М. Віківське числення на просторах регулярних узагальнених функцій аналізу білого шуму Иеві // Карпатські матем. публ. - 2018. — Т.10, №1. — С. 82-104.

Багато об'єктів Гауссівського аналізу білого шуму (простори основних і узагальнених функцій, стохастичні інтеграли та похідні, тощо) можна будувати і досліджувати у термінах так званих хаотичних розкладів, що базуються на властивості хаотичного розкладу (ВХР): грубо кажучи, кожну квадратично інтегровну відносно гауссівської міри випадкову величину можна розкласти у ряд стохастичних інтегралів Іто від невипадкових функцій. У аналізі Леві нема BXP (крім гауссівського та пуассонівського частинних випадків). Тим не менш, існують різні узагальнення цієї властивості. Використовуючи ці узагальнення, можна будувати різні простори основних і узагальнених функцій. I у кожному випадку необхідно уводити природний добуток на просторах узагальнених функцій, та вивчати пов'язані питання. Цей добуток називається віківським добутком, як у гауссівському аналізі.

Конструкція віківського добутку у аналізі Леві залежить, зокрема, від обраного узагальнення ВХР. У цій статті ми маємо справу з литвинівським узагальненням ВХР та з відповідними просторами регулярних узагальнених функцій. Метою статті є увести та вивчити віківський добуток на цих просторах, та розглянути деякі пов'язані питання (віківські версії голоморфних функцій, взаємозв'язок віківського числення з операторами стохастичного диференціювання). Основні результати статті полягають у вивченні властивостей віківського добутку та віківських версій голоморфних функцій. Зокрема, ми довели, що оператор стохастичного диференціювання є диференціюванням (задовольняє правило Лейбніца) відносно віківського множення.

Ключові слова і фрази: Процес Леві, стохастичне диференціювання, віківський добуток.
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