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We consider the question of precise conditions ensuring that a function having zero integrals over all balls of fixed radius is equal to zero. We completely investigate the case where together with zero integrals over congruent balls a function has zero first moments over these balls.
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Рассматривается вопрос о точных условиях, из которых следует, что функция, имеющая нулевые интегралы по всем шарам фиксированного радиуса, является нулевой. Полностью исследован случай, когда вместе с нулевыми интегралами по конгруэнтным шарам функция имеет равные нулю первые моменты по этим шарам.

1. Introduction. Let $\mathbb{R}^{n}$ be a real Euclidean space of dimension $n \geq 2$ with Euclidean norm $|\cdot|$, and let $B_{r}=\left\{x \in \mathbb{R}^{n}:|x|<r\right\}$. Assume that $f \in L_{l o c}\left(\mathbb{R}^{n}\right)$, let $r$ be a fixed positive number and let

$$
\begin{equation*}
\int_{B_{r}} f(x+u) d u=0 \tag{1}
\end{equation*}
$$

for all $x \in \mathbb{R}^{n}$. Does this imply that $f=0$ ? The answer is in the negative (see, for instance, [1, Part 2]); however, under some additional assumptions $f$ is indeed zero function. One such an assumption is a sufficiently rapid decrease of $f$ at infinity. For instance, it is known that if a function satisfying (1) belongs to the class $L^{p}\left(\mathbb{R}^{n}\right)$ for some $p \in[1,2 n /(n-1)]$, then $f=0$, whereas for $p>2 n /(n-1)$ this does not hold any more (see [1], [2], where significantly more general and precise results in this direction were obtained). Another type of restrictions that ensure vanishing of $f$ is related to an increase of the number of possible values of $r$ in condition (1). In particular, the property $f=0$ is recovered by using two balls of appropriately chosen radii (see [1-4] and the extensive bibliography therein).

In the present paper we consider condition (1) together with the vanishing first moments of $f$ over balls for the case where $f$ is defined in a ball $B_{R}$ of radius $R>r$. In general we are asking about description and properties of the function space for $f$.

We present the precise statement of our main result in the following section. Its proof is presented in Section 4, while in Section 3 we develop the necessary apparatus.
2. Statement of the central result. Let $\mathbb{S}^{n-1}$ be the unit sphere in $\mathbb{R}^{n}$ with center at the origin and assume that $d \omega$ is the area element of $\mathbb{S}^{n-1}$. The polar coordinates of a point

[^0]$x \in \mathbb{R}^{n} \backslash\{0\}$ are denoted by $(\rho, \sigma)$ where $\rho=|x|$ and $\sigma=\left(\sigma_{1}, \ldots, \sigma_{n}\right)=x / \rho \in \mathbb{S}^{n-1}$. Let $\mathcal{H}_{k}$ denote the space of the spherical harmonics of degree $k$ (see [5, Chapter 4]). Suppose that $a_{k}$ is the dimension of $\mathcal{H}_{k}$. It is known that $a_{0}=1, a_{1}=n$, and
$$
a_{k}=\binom{n+k-1}{k}-\binom{n+k-3}{k-2} \quad \text { for } k \geq 2
$$
(see [5, Chapter 4]). Let $\left\{Y_{l}^{(k)}\right\}, 1 \leq l \leq a_{k}$, be an orthonormal basis in the space $\mathcal{H}_{k}$, which is regarded as a subspace of $L^{2}\left(\mathbb{S}^{n-1}\right)$. To any function $f \in L_{l o c}\left(B_{R}\right)$, there corresponds the Fourier series
\[

$$
\begin{equation*}
f(x) \sim \sum_{k=0}^{\infty} \sum_{l=1}^{a_{k}} f_{k, l}(\rho) Y_{l}^{(k)}(\sigma), \rho \in(0, R) \tag{2}
\end{equation*}
$$

\]

where

$$
f_{k, l}(\rho)=\int_{\mathbb{S}^{n}-1} f(\rho \sigma) \overline{Y_{l}^{(k)}(\sigma)} d \omega(\sigma)
$$

If $R>r>0$ then we denote by $V_{r}\left(B_{R}\right)$ the set of all functions $f \in L_{l o c}\left(B_{R}\right)$ satisfying (1) for all $x \in B_{R-r}$. Let $M_{r}\left(B_{R}\right)$ be the set of all functions $f \in V_{r}\left(B_{R}\right)$ such that $x_{j} f \in V_{r}\left(B_{R}\right)$ for all $j \in\{1, \ldots, n\}$.

Next, for $0 \leq a<b$ we set $B_{a, b}=\left\{x \in \mathbb{R}^{n}: a<|x|<b\right\}$.
We now present the main result of this paper.
Theorem 1. Let $R>r>0$ and assume that $f \in L_{l o c}\left(B_{R}\right)$. Then the following assertions hold.
(i) If $R \leq 2 r$ then $f \in M_{r}\left(B_{R}\right)$ if and only if

$$
\begin{equation*}
\int_{B_{2 r-R}} f(x) d x=\int_{B_{2 r-R}} f(x) x_{j} d x=0 \quad \text { for all } \quad j \in\{1, \ldots, n\} \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{k, l}(|x|)=\sum_{m=0}^{k-3} c_{m, k, l}|x|^{2 m-n-k+2} \tag{4}
\end{equation*}
$$

for all non-negative integers $k, 1 \leq l \leq a_{k}$, and almost all $x \in B_{2 r-R, R}$, where $c_{m, k, l} \in \mathbb{C}$ and the sum is set to be equal to zero for $k \in\{0,1,2\}$.
(ii) If $R>2 r$ and $f \in M_{r}\left(B_{R}\right)$ then $f=0$ in $B_{R}$.

We note that if $R=2 r$ then the condition $f \in L_{l o c}\left(B_{R}\right)$ enables one to simplify the description of $M_{r}\left(B_{R}\right)$ in the first assertion of Theorem 1. In this case the constants $c_{m, k, l}$ vanish for $0 \leq m<(k-1) / 2$ and (3) holds for each $f \in L_{l o c}\left(B_{R}\right)$.
3. Notation and auxiliary statements. As usual we denote by $\mathbb{N}, \mathbb{Z}$ and $\mathbb{C}$ the sets of positive integers, integers, and complex numbers, respectively.

For $k \in \mathbb{Z}$ we consider the differential operator $d_{k}$ in the space $C^{1}(a, b), 0<a<b$, defined as follows

$$
\left(d_{k} f\right)(t)=f^{\prime}(t)-\frac{k}{t} f(t), \text { where } f \in C^{1}(a, b)
$$

For $k \in \mathbb{N}$, let $D_{k}=d_{k} d_{k-1} \ldots d_{0}$ and let $D_{0}=d_{0}$. Next, let $\gamma \in \mathbb{R}^{1}$, let $\pi_{m}(\gamma)=\prod_{q=0}^{m}(\gamma-2 q)$, and assume that $t>0$. Using induction on $k \in\{0,1, \ldots\}$ it is easy to see that the functions $u_{\gamma}(t)=t^{\gamma}$ and $v_{\gamma}(t)=t^{\gamma} \ln t$ satisfy the equalities

$$
\begin{equation*}
\left(D_{k} u_{\gamma}\right)(t)=\pi_{k}(\gamma) u_{\gamma}(t) t^{-k-1} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(D_{k} v_{\gamma}\right)(t)=v_{\gamma}(t) \frac{\pi_{k}(\gamma)}{t^{k+1}}+u_{\gamma}(t) \frac{\pi_{k}(\gamma)}{t^{k+1}} \sum_{m=0}^{k} \frac{1}{\gamma-2 m} \tag{6}
\end{equation*}
$$

For $m \in \mathbb{N}$, let $w_{m, n}(t)=v_{2 m-n}(t)$ if $n$ is even and $2 m \geq n$. Otherwise we set $w_{m, n}(t)=$ $u_{2 m-n}(t)$. A calculation shows that

$$
\begin{equation*}
\Delta^{m}\left(w_{m, n}(|x|)\right)=0, x \in \mathbb{R}^{n} \backslash\{0\}, \tag{7}
\end{equation*}
$$

where $\Delta$ is the Laplace operator in $\mathbb{R}^{n}$.
Let $\bar{G}$ be the closure of the set $G \subset \mathbb{R}^{n}, \widehat{f}$ the Fourier transform of the function $f \in L\left(\mathbb{R}^{n}\right)$, and $f * g$ the convolution of the functions $f$ and $g$. We also write $\chi_{r}$ for the characteristic function (indicator) of the ball $B_{r}$.

We set $\mathfrak{H}_{k}^{\infty}\left(B_{R}\right)=\mathfrak{H}_{k}\left(B_{R}\right) \cap C^{\infty}\left(B_{R}\right)$, where $\mathfrak{H}_{k}\left(B_{R}\right)$ is the subspace of $L^{2}\left(B_{R}\right)$ spanned by the products of radial functions and spherical harmonics of degree $k$.

Also let

$$
V_{r}^{\infty}\left(B_{R}\right)=V_{r}\left(B_{R}\right) \cap C^{\infty}\left(B_{R}\right), \quad M_{r}^{\infty}\left(B_{R}\right)=M_{r}\left(B_{R}\right) \cap C^{\infty}\left(B_{R}\right)
$$

Let $T^{n}(\tau), \tau \in O(n)$, be a quasi-regular representation of the orthogonal group $O(n)$ in $L^{2}\left(\mathbb{S}^{n-1}\right)$. Then $T^{n}(\tau)$ is a direct sum of pairwise non-equivalent irreducible unitary representations $T^{n, k}(\tau)$ acting in $\mathcal{H}_{k}$ (see [6, Chapter 9]). We denote by $\left\{t_{i, j}^{k}(\tau)\right\}$ the matrix of $T^{n, k}(\tau)$, that is,

$$
Y_{j}^{(k)}\left(\tau^{-1} \sigma\right)=\sum_{i=1}^{a_{k}} t_{i, j}^{k}(\tau) Y_{i}^{(k)}(\sigma), \quad \sigma \in \mathbb{S}^{n-1}
$$

This relation yields

$$
t_{i, j}^{k}(\tau)=\int_{\mathbb{S}^{n-1}} Y_{j}^{(k)}\left(\tau^{-1} \sigma\right) \overline{Y_{i}^{(k)}(\sigma)} d \omega(\sigma), \quad \tau \in O(n)
$$

whence $t_{i, j}^{k}$ is continuous on $O(n)$.
Let $d \tau$ be the Haar measure on $O(n)$ normalized so that the measure of $O(n)$ is 1 . It is known that for each $f \in L_{\text {loc }}\left(B_{R}\right)$,

$$
\begin{equation*}
f_{k, l}(\rho) Y_{p}^{(k)}(\sigma)=a_{k} \int_{O(n)} f\left(\tau^{-1} x\right) \overline{t_{p, l}^{k}(\tau)} d \tau, \quad x \in B_{R} \tag{8}
\end{equation*}
$$

where $1 \leq l, p \leq a_{k}$ (see [2, formula (9.5)]). In what follows we assume that all functions that are defined and continuous in a punctured neighbourhood of zero in $\mathbb{R}^{n}$ and admit a continuous extension to 0 are defined at 0 by continuity.

The proof of Theorem 1 requires some preparation. The following lemmas are needed.
Lemma 1. Let $f \in M_{r}^{\infty}\left(B_{R}\right)$. Then
(i) $f(g x) \in M_{r}^{\infty}\left(B_{R}\right)$ for each $g \in O(n)$.
(ii) All partial derivatives of $f$ are in the class $M_{r}^{\infty}\left(B_{R}\right)$.
(iii) $f_{k, l}(\rho) Y_{p}^{(k)}(\sigma) \in M_{r}^{\infty}\left(B_{R}\right)$ for the values of indices satisfying the inequalities $k \geq 0$ and $1 \leq l, p \leq a_{k}$.

Proof. To prove (i) and (ii) one only needs to use the definition of the class $M_{r}^{\infty}\left(B_{R}\right)$. Assertion (iii) follows from (i) and relation (8).

Lemma 2. Assume that $f(\rho) Y(\sigma) \in M_{r}^{\infty}\left(B_{R}\right)$ for some $Y \in \mathcal{H}_{k}$. Then
(i) $\left(d_{k} f\right)(\rho) Y_{l}^{(k+1)}(\sigma) \in M_{r}^{\infty}\left(B_{R}\right)$ for all $1 \leq l \leq a_{k+1}$;
(ii) $\left(d_{2-k-n} f\right)(\rho) Y_{l}^{(k-1)}(\sigma) \in M_{r}^{\infty}\left(B_{R}\right)$ for $k \geq 1$ and all $l, 1 \leq l \leq a_{k-1}$.

Proof. We have

$$
\begin{equation*}
\frac{\partial}{\partial x_{1}}(f(\rho) Y(\sigma))=\left(d_{k} f\right)(\rho) \sigma_{1} Y(\sigma)+\rho^{-k} f(\rho) U_{\rho}(\sigma) \tag{9}
\end{equation*}
$$

where $U_{\rho}(\sigma)=\frac{\partial}{\partial x_{1}}\left(\rho^{k} Y(\sigma)\right)$. Notice that $\rho^{1-k} U_{\rho}(\sigma) \in \mathcal{H}_{k-1}$. Using now the formula

$$
\begin{equation*}
\sigma_{j} Y(\sigma)=A(\sigma)+B(\sigma), \text { where } A \in \mathcal{H}_{k-1}, B \in \mathcal{H}_{k+1} \tag{10}
\end{equation*}
$$

(see [5, Chapter 6, Lemma 3.4]) we obtain (i) from Lemma 1.
Next, let $K(\sigma)=\left(\sigma_{1}+i \sigma_{2}\right)^{k}$. If $n>2$ then we also set $K_{m}(\sigma)=\sigma_{m}\left(\sigma_{1}+i \sigma_{2}\right)^{k-1}$, $3 \leq m \leq n$. Since $K, K_{m} \in \mathcal{H}_{k}$, by the hypothesis and Lemma 1 we obtain $h, h_{m} \in M_{r}^{\infty}\left(B_{R}\right)$, where $h(x)=f(\rho) K(\sigma)$ and $h_{m}(x)=f(\rho) K_{m}(\sigma)$. We have

$$
\left(d_{2-k-n} f\right)(\rho)\left(\sigma_{1}+i \sigma_{2}\right)^{k-1}=\frac{\partial h}{\partial x_{1}}-i \frac{\partial h}{\partial x_{2}}+\sum_{m=3}^{n} \frac{\partial h_{m}}{\partial x_{m}}
$$

(if $n=2$ then we set the last sum equal to zero). This relation and Lemma 1 imply assertion (ii).

Remark 1. Examining the above proofs we see that Lemmas 1 and 2 remain valid for the class $V_{r}^{\infty}\left(B_{R}\right)$.

Lemma 3. Let $f \in L\left(B_{R}\right)$ and suppose that this function has the form $f(x)=u(\rho) Y(\sigma)$ for some $Y \in \mathcal{H}_{k}$. Then there exists a function $U$ on $[0, R-r]$ such that $\left(f * \chi_{r}\right)(x)=U(\rho) Y(\sigma)$.
Proof. We set $f=0$ outside $B_{R}$. Then $\widehat{f * \chi_{r}}=\widehat{f} \widehat{\chi_{r}}$. It follows from the assumption of the lemma that (see [5, Chapter 4, Theorem 3.10])

$$
\widehat{f * \chi_{r}}(x)=W(\rho) Y(\sigma)
$$

for some function $W$ on $[0,+\infty$ ). Hence (see [5, Chapter 4, Theorem 3.10]) we arrive at the desired assertion.

Lemma 4. Let $1<R<2$, let $f \in L\left(B_{R}\right)$ and assume that $f(x)=x_{j} \rho^{-n}$ in $B_{2-R, R}$ for some $j \in\{1, \ldots, n\}$. Then $f \notin V_{1}\left(B_{R}\right)$.

Proof. For $x \in \mathbb{R}^{n} \backslash\{0\}$ we set

$$
\gamma_{n}(x)= \begin{cases}\frac{1}{2 \pi} \ln |x|, & \text { if } n=2 \\ \left((2-n) \omega_{n-1}\right)^{-1}|x|^{2-n}, & \text { if } n \geq 3\end{cases}
$$

where $\omega_{n-1}$ is the surface area of $\mathbb{S}^{n-1}$. Then one has

$$
\begin{equation*}
\omega_{n-1} \frac{\partial \gamma_{n}}{\partial x_{j}}=f \text { in } B_{2-R, R}, \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{B_{2-R}} \frac{\partial \gamma_{n}}{\partial x_{j}} d x=0 . \tag{12}
\end{equation*}
$$

The function $\gamma_{n}$ is a fundamental solution for the operator $\Delta$, that is, $\Delta \gamma_{n}=\delta_{0}$, where $\delta_{0}$ is the Dirac measure supported at the origin (see [7, Chapter 5.2]). Hence $\Delta\left(\gamma_{n} * \chi\right)=$ $\Delta \gamma_{n} * \chi=\chi$. In addition, the convolution $\gamma_{n} * \chi$ is a radial continuous function. This yields $\left(\gamma_{n} * \chi\right)(x)=c+|x|^{2} /(2 n)$ in $B_{1}$ for some $c \in \mathbb{C}$, and

$$
\begin{equation*}
\left(\frac{\partial \gamma_{n}}{\partial x_{j}} * \chi\right)(x)=\frac{x_{j}}{n} \quad \text { in } \quad B_{1} . \tag{13}
\end{equation*}
$$

Next, for each unit ball $B \subset B_{R}$ it follows that $B_{2-R} \subset B$ and

$$
\begin{equation*}
\int_{B} f(x) d x=\int_{B_{2-R}} f(x) d x+\int_{B \backslash B_{2-R}} f(x) d x \tag{14}
\end{equation*}
$$

However, equalities (11) and (12) imply that

$$
\int_{B \backslash B_{2-R}} f(x) d x=\omega_{n-1} \int_{B} \frac{\partial \gamma_{n}}{\partial x_{j}} d x .
$$

This together with (14) and (13) shows that $f \notin V_{1}\left(B_{R}\right)$, as contended.
Lemma 5. Let $Y \in \mathcal{H}_{k}, k \geq 2$, and let $1<R<2$. Suppose that a function $f \in L\left(B_{R}\right)$ possesses the following properties:
(i) $f(x)=u(\rho) Y(\sigma)$ for some function $u:[0, R) \rightarrow \mathbb{C}$;
(ii) $u(\rho)=\rho^{k-n-2}$ for $\rho \in(2-R, R)$.

Then $x_{1} f \notin V_{1}\left(B_{R}\right)$.
Proof. Let $\varepsilon \in(0, R-1)$. Consider a function $\varphi \in \mathfrak{H}_{0}^{\infty}\left(B_{R}\right)$ such that $\varphi=0$ in $B_{2-R+\varepsilon / 2}$ and $\varphi=1$ in $B_{2-R+\varepsilon, R}$. Assume that $x_{1} f \in V_{1}\left(B_{R}\right)$ and define $\psi=f \varphi$. Then by the definition of $\varphi$ it follows that $x_{1} f \varphi \in V_{1}^{\infty}\left(B_{R-\varepsilon}\right)$. Using now (10) and Remark 1 we see from Lemma 1(iii) that $\rho u(\rho) \varphi(x) A(\sigma) \in V_{1}^{\infty}\left(B_{R-\varepsilon}\right)$ for some $A \in \mathcal{H}_{k-1}$. If $k=2$ this contradicts Lemma 4 (see Lemma 1(iii) and Remark 1). Suppose now that $k \geq 3$. Applying assertion (ii) of Lemma 2 repeatedly for $k-1, \ldots, 2$ we obtain a contradiction in the same way.

Lemma 6. Let $k, m \in \mathbb{N}, m \leq k$, let $Y \in \mathcal{H}_{k+1}$, and assume that $1<R<2$. Assume also that a function $f \in L_{l o c}\left(B_{R}\right)$ satisfies the following conditions:
(i) $\int_{B_{2-r}} f(x) d x=0$;
(ii) $f(x)=\rho^{2 m-n-k-1} Y(\sigma)$ for $x \in B_{2-R, R}$.

Then $f \in V_{1}\left(B_{R}\right)$.
Proof. Let $\varphi \in \mathfrak{H}_{0}^{\infty}\left(B_{R}\right)$ be a function such that $\varphi=0$ in $B_{1-R / 2}$ and $\varphi=1$ in $B_{2-R, R}$, and let $\psi(x)=\varphi(x) w_{m, n}(|x|)$. For $x \in B_{R-1}$ we set

$$
\begin{equation*}
\Phi(x)=\int_{B_{1}} \psi(x-y) d y \tag{15}
\end{equation*}
$$

Then $\Phi \in \mathfrak{H}_{0}^{\infty}\left(B_{R-1}\right)$. Since $\Delta^{m} \psi=0$ in $B_{2-R, R}$ (see (7)), we deduce from (15) that $\Delta^{m} \Phi$ is identically constant. Hence $\Delta^{m+1} \Phi=0$ and $\Phi(x)=\sum_{q=0}^{m} c_{q}|x|^{2 q}$. Thus, the function $\left(\partial / \partial x_{1}\right)^{m+1} \Phi$ is a polynomial of degree at most $m-1$. On the other hand, using properties of $\varphi$ and arguments of the proof of Lemma 2(i) one can show that

$$
\left(\frac{\partial}{\partial x_{1}}\right)^{m+1} \psi=\sum_{q=0}^{m+1} h_{q}
$$

where $h_{q} \in \mathfrak{H}_{q}^{\infty}\left(B_{R}\right)$ and $h_{q}=0$ in $B_{1-R / 2}$. Moreover, $h_{m+1}$ can be represented in the following form $h_{m+1}(x)=\left(D_{m} w_{m, n}\right)(\rho) Y^{(m+1)}(\sigma)$, where $\rho \in[2-R, R)$ and $Y^{(m+1)} \in \mathcal{H}_{m+1}$ (see (9)). By Lemma 3 the convolution $h_{m+1} * \chi_{1}$ vanishes in $B_{R-1}$. This means that for each $X \in \mathcal{H}_{m+1}$ the function $h(x)=h_{m+1}(x) X(\sigma) / Y^{m+1}(\sigma)$ belongs to $V_{1}\left(B_{R}\right)$ (see Lemma 1 and Remark 1). Bearing in mind that $\left(D_{m} w_{m, n}\right)(\rho)=c \rho^{m-n-1}$, where $c \in \mathbb{C} \backslash\{0\}$ (see (5) and (6)), and

$$
\int_{B_{2-R}} h(x) d x=0
$$

(see [5, Chapter 4, Corollary 2.4]), we see that for each unit ball $B \subset B_{R}$ the integral of the function $\rho^{m-n-1} Y(\sigma)$ over $B \backslash B_{2-R}$ vanishes. This proves Lemma 6 for $k=m$. Applying assertion (i) of Lemma 2 to $h$ (see Remark 1) we obtain in a similar way the assertion of Lemma 6 for all $m \leq k$.

Corollary 1. Let $k, m \in \mathbb{Z}_{+}, k \geq 3, m \leq k-3$, let $Y \in \mathcal{H}_{k}$, and assume that $1<R<2$. Suppose that a function $f \in L\left(B_{R}\right)$ satisfies (3) and $f(x)=\rho^{2 m-n-k+2} Y(\sigma)$ for $x \in B_{2-R, R}$. Then $f \in M_{r}\left(B_{R}\right)$.

The proof follows from Lemma 6 and equality (10).
We shall now study some properties of expansions in the Gegenbauer polynomials $C_{k}^{n / 2}$ (see [6, Chapter 9]). We shall use the well known result: the Fourier-Jacobi series of functions in the class $C^{\infty}[-1,1]$ are uniformly convergent on $[-1,1]$ (see, for instance, $[8$, Chapter 7$]$ ).

Lemma 7. Assume that $n \geq 3,0<\varepsilon<1$, let $f(|x|) \in C^{\infty}\left(\bar{B}_{1-\varepsilon, 1+\varepsilon}\right)$, and let

$$
\begin{equation*}
f\left(\sqrt{1+s^{2}+2 s t}\right)=\sum_{k=0}^{\infty} f_{k}(s) C_{k}^{(n / 2)-1}(t) \tag{16}
\end{equation*}
$$

for all $t \in[-1,1], s \in[0, \varepsilon]$. If $f_{0}(s)=0$ on $[0, \varepsilon]$ then

$$
\begin{gathered}
s f_{k}(s)=(n+2 k-4)^{-1}\left(s f_{k-1}^{\prime}(s)-(k-1) f_{k-1}(s)\right)- \\
-(n+2 k)^{-1}\left(s f_{k+1}^{\prime}(s)+(n+k-1) f_{k+1}(s)\right)
\end{gathered}
$$

for $k \geq 1$.
Proof. Since $f \in C^{\infty}$, series (16) is uniformly convergent in $t$ on $[-1,1]$ for each $s \in[0, \varepsilon]$. Let $u(s, t)=f\left(\sqrt{1+s^{2}+2 s t}\right)$; then

$$
\begin{equation*}
f_{k}(s)=c_{k, n} \int_{-1}^{1} u(s, t) C_{k}^{(n / 2)-1}(t)\left(1-t^{2}\right)^{(n-3) / 2} d t \tag{17}
\end{equation*}
$$

where

$$
c_{k, n}=\frac{k!(n+k-2) \Gamma^{2}\left(\frac{n}{2}-1\right) 2^{n-4}}{\pi \Gamma(k+n-2)}
$$

(see [6, Chapter 9, §3, i. 4]). By the definition of $u$ we have $s \frac{\partial u}{\partial s}=(s+t) \frac{\partial u}{\partial t}$. In view of the equality

$$
d C_{k}^{(n / 2)-1}(t) / d t=(n-2) C_{k-1}^{n / 2}(t)
$$

(see [6, Chapter 9, § 3, i. 2]), it follows from the assumptions of the lemma and (17) that

$$
\begin{equation*}
(t+s) \frac{\partial u}{\partial t}=\sum_{k=1}^{\infty}(n-2)(t+s) f_{k}(s) C_{k-1}^{n / 2}(t) \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
s \frac{\partial u}{\partial s}=\sum_{k=1}^{\infty} s f_{k}^{\prime}(s) C_{k}^{(n / 2)-1}(t) \tag{19}
\end{equation*}
$$

where series (18) and (19) are uniformly convergent in $t$ on $[-1,1]$ for each $s \in[0, \varepsilon]$. Using formulae

$$
\begin{gathered}
C_{k+2}^{\lambda}(t)=\frac{\lambda}{\lambda+k+2}\left(C_{k+2}^{\lambda+1}(t)-C_{k}^{\lambda+1}(t)\right), \\
t C_{k+1}^{\lambda}(t)=\frac{k+2}{2(\lambda+k+1)} C_{k+2}^{\lambda}(t)+\frac{2 \lambda+k}{2(\lambda+k+1)} C_{k}^{\lambda}(t)
\end{gathered}
$$

for $\lambda=(n / 2)-1$ (see [6, Chapter $9, \S 3$, i. 2]) we can represent the difference between the series in (18) and (19) as a Fourier-Jacobi series in the polynomials $C_{k}^{n / 2}$. The coefficients of this series vanish, which gives us the assertion of Lemma 7.

The following result is an analogue of Lemma 7 for $n=2$.
Lemma 8. Let $n=2$, assume that $0<\varepsilon<1$, let $f(|x|) \in C^{\infty}\left(\bar{B}_{1-\varepsilon, 1+\varepsilon}\right)$, and let

$$
\begin{equation*}
f\left(\sqrt{1+2 s \cos \theta+s^{2}}\right)=\sum_{k=0}^{\infty} f_{k}(s) \cos k \theta \tag{20}
\end{equation*}
$$

for $s \in[0, \varepsilon]$ and $\theta \in[0, \pi]$. If $f_{0}(s)=0$ on $[0, \varepsilon]$ then

$$
2 k s f_{k}(s)=s f_{k-1}^{\prime}(s)-s f_{k+1}^{\prime}(s)-(k-1) f_{k-1}(s)-(k+1) f_{k+1}(s)
$$

for $k \geq 1$.
Proof. We set $v(s, \theta)=f\left(\sqrt{1+2 s \cos \theta+s^{2}}\right)$; then

$$
(s+\cos \theta) \frac{\partial v}{\partial \theta}+\frac{\partial v}{\partial s} s \sin \theta=0
$$

Using (20) we can expand the function on the left hand side of this equality in a Fourier series in the system $\{\sin k \theta\}$ on $[0, \pi]$. The coefficients of the series vanish, which proves Lemma 8.
4. Proof of the central result. We now proceed to the proof of the first assertion of Theorem 1.

Proof. Necessity. Assume that $R \leq 2 r$ and let $f \in M_{r}\left(B_{R}\right)$. First, we prove (4). Without loss of generality we can assume that $r=1, R<2$, and $f \in C^{\infty}\left(B_{R}\right)$ (see [5, Chapter 1, Theorem 1.18]). Thus we have $x_{j} f \in V_{1}^{\infty}\left(B_{R}\right)$ for each $j \in\{1, \ldots, n\}$. Hence $\frac{\partial}{\partial x_{j}}\left(x_{j} f\right) \in$ $V_{1}^{\infty}\left(B_{R}\right)$ and $\frac{\partial f}{\partial x_{j}} \in V_{1}^{\infty}\left(B_{R}\right)$. Therefore, for all $y \in B_{R-1}$ we obtain

$$
\int_{B_{1}} \frac{\partial}{\partial x_{j}}\left(x_{j} f(x+y)\right) d x=\int_{B_{1}} \frac{\partial}{\partial x_{j}}\left(\left(x_{j}+y_{j}\right) f(x+y)\right) d x-y_{j} \int_{B_{1}} \frac{\partial}{\partial x_{j}}(f(x+y)) d x=0 .
$$

By the Gauss divergence theorem this implies that

$$
\int_{\mathbb{S}^{n}-1} f(\sigma+y) \sigma_{j}^{2} d \omega(\sigma)=0
$$

Summation over the set of all $j \in\{1, \ldots, n\}$ yields

$$
\int_{\mathbb{S}^{n-1}} f(\sigma+y) d \omega(\sigma)=0 \quad \text { for all } \quad y \in B_{R-1}
$$

The same equality holds if $f$ is replaced with $f_{0,1}(|x|)$ because of Lemma 1. Consequently,

$$
\begin{equation*}
\int_{-1}^{1} f_{0,1}\left(\sqrt{1+s^{2}+2 s t}\right)\left(1-t^{2}\right)^{(n-3) / 2} d t=0, \quad 0<s<R-1 \tag{21}
\end{equation*}
$$

Next, since $\frac{\partial}{\partial x_{1}}\left(f_{0,1}(|x|)\right) \in V_{1}\left(B_{R}\right)$, one has

$$
\begin{equation*}
\int_{-1}^{1} f_{0,1}\left(\sqrt{1+s^{2}+2 s t}\right) t\left(1-t^{2}\right)^{(n-3) / 2} d t=0, \quad 0<s<R-1 \tag{22}
\end{equation*}
$$

Taking (21), (22) and (17) into account we conclude from Lemmas 7 and 8 that $f_{0,1}(|x|)=0$ for all $x \in B_{2-R, R}$.

Next, $f_{1, l}(\rho) Y_{l}^{(1)}(\sigma) \in M_{1}^{\infty}\left(B_{R}\right)$ for all $l \in\left\{1, \ldots, a_{1}\right\}$ in view of Lemma 1. Use of Lemma 2(ii) and the result for $f_{0,1}$ which obtained above then leads to the conclusion that $d_{1-n} f_{1, l}(\rho)=0$ for $\rho \in(2-R, R)$. Together with Lemma 4 this shows that $f_{1, l}(|x|)=0$ for all $x \in B_{2-R, R}, l \in\left\{1, \ldots, a_{1}\right\}$. Similarly, $f_{2, l}(|x|)=0$ for all $x \in B_{2-R, R}, l \in\left\{1, \ldots, a_{2}\right\}$ because of Lemmas 2(ii) and 5. Finally, in the case $k \geq 3$ equality (4) is obtained by induction on $k$ (see Lemmas 2(ii), 5, and Corollary 1).

We now prove (3). Using the fact that $\mathcal{H}_{k_{1}}$ is orthogonal to $\mathcal{H}_{k_{2}}$ for $k_{1} \neq k_{2}$ we see from equality (4) with $k=0$ that

$$
\int_{B_{2-R}} f(x) d x=\int_{B_{2-R}} f_{0,1}(|x|) d x=\int_{B_{1}} f(x) d x=0
$$

Similarly, it follows from (4) with $k=1$ that

$$
\begin{aligned}
& \int_{B_{2-R}} f(x) x_{j} d x=\sum_{l=1}^{n} \int_{B_{2-R}} f_{1, l}(|x|) Y_{l}^{(1)}(\sigma) x_{j} d x= \\
& =\sum_{l=1}^{n} \int_{B_{1}} f_{1, l}(|x|) Y_{l}^{(1)}(\sigma) x_{j} d x=\int_{B_{1}} f(x) x_{j} d x=0
\end{aligned}
$$

which proves (3).

Sufficiency. Clearly, it suffices to consider the case where $R<2 r$. By hypothesis and Corollary 1 we conclude that $f_{k, l}(\rho) Y_{l}^{(k)}(\sigma) \in M_{r}\left(B_{R}\right)$ for all $k \in \mathbb{Z}_{+}, l \in\left\{1, \ldots, a_{k}\right\}$. However, the series on the right-hand side of (2) converges to $f$ in the space $\mathcal{D}^{\prime}\left(B_{R}\right)$ of distributions on $B_{R}$ (see $[9, \S 1]$ ). This ensures us that $f \in M_{r}\left(B_{R}\right)$. The first assertion of Theorem 1 is thereby established.

Finally, we note that the second assertion of Theorem 1 can easily be derived from its first assertion and Lemma 1(iii) by means of the standard smoothing procedure (see [5, Chapter 1, Theorem 1.18]).

## REFERENCES

1. Volchkov V.V. Integral Geometry and Convolution Equations. - Dordrecht: Kluwer Acad. Publ., 2003. 454 p.
2. Volchkov V.V., Volchkov Vit.V. Harmonic Analysis of Mean Periodic Functions on Symmetric Spaces and the Heisenberg Group. - London: Springer, 2009. - 671 p.
3. Zalcman L. A bibliographic survey of the Pompeiu problem in: Fuglede B. et al. (eds.), Approximation by Solutions of Partial Differential Equations. - Dordrecht: Kluwer Acad. Publ., 1992. - P. 185-194.
4. Zalcman L. Supplementary bibliography to a bibliographic survey of the Pompeiu problem// Radon Transforms and Tomography, Contemp. Math. - 2001. - V.278. - P. 69-74.
5. Stein E., Weiss G. Introduction to Fourier Analysis on Euclidean Spaces. - New Jersey: Princeton University Press, 1971. - 332 p .
6. Vilenkin N.Y. Special Functions and the Theory of Group Representations. - Moscow: Nauka, 1991. 576 p.
7. Treves J.F. Lectures on Linear Partial Differential Equations with Constant Coefficients. - Rio de Janeiro: Fasiculo Publicado Pelo Instituto de Matematica Pura e Aplicada do Conselho Nacional de Pesquisas, 1961. - 243 p.
8. Suetin P.K. Classical Orthogonal Polynomials. - Moscow: Nauka, 1979. - 328 p. (in Russian)
9. Volchkov V.V., Volchkov Vit.V. Convolution equations on multidimensional domains and the reduced Heisenberg group// Mat. Sbornik. - 2008. - V.199, №8. - P. 29-60.

Department of Mathematics and Information Technologies Donetsk National University
valeriyvolchkov@gmail.com


[^0]:    2010 Mathematics Subject Classification: 33C45, 42A85, 53C35.
    Keywords: spherical means, mean periodicity.

