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CONTINUAL APPROXIMATE SOLUTION OF
THE BOLTZMANN EQUATION WITH ARBITRARY DENSITY

V. D. Gordevskyy, E. S. Sazonova. Continual approzimate solution of the Boltzmann equation
with arbitrary density, Mat. Stud. 45 (2016), 194-204.

The new explicit approximate solution of the non-linear Boltzmann equation was con-
structed. It has the form of the continual distribution in the case of global Maxwellians with
arbitrary density. We obtained some sufficient conditions which minimized the uniform-integral
remainder and pure integral remainder between the left- and the right-hand sides of this equa-
tion.

1. Introduction. The kinetic Boltzmann equation is one of the central equations in classical
mechanics of many-particle systems. For the model of hard spheres it has the form ([1]-[3])

D(f) = Q(f. ), (1)
D(f) = %—{ +v%, (2)

Q=5 [ du [ dallo— o a)llftof0)f00) = St o) o), )

where f(t,v,z) is the distribution we want to find, f/Ox is its spatial gradient, ¢t € R! is
time, z = (x!, 22, 2%) € R3 is the position, v = (v',v%,v*) € R3 is the molecule velocity,
d > 0 is its diameter, o € 3, where ¥ is the unit sphere in R3, v and v; are the molecule
velocities before collision, v’ and v} are those after collision, which are defined by formulae

V=v—al-—uv,a), vi=v+alv—u,a), (4)

Now we do not know any exact solution of the equation (1)—(3) except global and local
Maxwellians ([1]-[3], some other exact solutions were obtained only in the case of Maxwellian
molecules and for some of their generalizations [4]-[7]).

That is why there was a question of the search of explicit approximate solutions of this
integro-differential equation and satisfying it with arbitrary accuracy.

In subsequent papers, bimodal distributions including both global and local Maxwellians
of various particular forms describing screw ([8], [9]), tornado-like ([10], [11]), and other
equilibrium gas states were studied. Some multimodal distributions were also studied in [12].
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In the paper [13| a new approach to the search for explicit approximate solutions of the
Boltzmann equation was proposed, namely the continual form of the distribution function.
Such distributions generalize bimodal distributions obtained earlier. It was assumed that the
mass velocity of the global Maxwellian does not take fixed discrete values but becomes an
arbitrary parameter taking any values in R3. In this paper we propose that the density also
takes arbitrary values.

2. The problem setting. As, for instance, in [13], we will also consider a distribution
function of the form

—+o0
f= [ du [ dpotta (o) (5)
R 0

which contains the global Maxwellian

M(v,u,p) = p (?) B2, (©)

where p is the density, u is the mass velocity and an inverse temperature ( is arbitrary
non-negative constant.

It is assumed that the coefficient function ¢(t,z,u,p) is non-negative and belong to
C'(R*) with ¢,z and to C(R® x R) with u, p. It is required to find ¢(t,z,u, p) and the
behavior of all parameters so that the uniform-integral (mixed) or pure integral remainder
(|14]), i.e. the functionals of the form

A= sup ID( ) = Q(f, f)ldv, (7)

(t,x)ER*

A = /R dt/Rde/ |D(f) — Q(f, f)l|dv, (8)

become vanishingly small.
Let us introduce such the the new denotation as

¢(t,x,u,p) = gp(t,x,u,p) e (9)

then the distribution function will have the next form:

+oo .
f= [ du [ dpvttaup)iEo,up) (10)
R3 0
where
M(v,u,p): <é> e P’ (11)
T

In Section 3 the solution of this problem is constructed, which is the direct generalization
of continual approximate solutions of [13|. In this construction we use the “mixed” (uniform-
integral) remainder.

In Section 4 the new continual solution is found, where the error is “pure integral”.

3. Minimization of the uniform-integral remainder A.
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Theorem 1. Let conditions (10) and (11) be valid. Let the following functions: ¢, |22, | 22|
be bounded with respect to t,z on R” x R%, and the quantities

oY 0 9,
v, lul, S, SE wal € Ly( x RY) (12)

in the variable u and p uniformly in t, x on R*.
Then the remainder A in (7) is correctly defined (i.e. the finite integral and the finite
supremum in (7) exist), and there is a value A" that

A <A, (13)

with
: oy o
lim A= d dp | = —
ﬁ%lgloo tiu£R4 [/Rs “ /Rl P ' ot (‘)x *

+27Td2 / duldu2 /
R6 R2

+

dpldp2¢(t7 Z,uy, pl)w(ta T, Uz, P2)|U1 - U2|] . (14)

To prove Theorem 1 we need the following Lemma ([8]), which provides a sufficient
condition for the continuity of the special supremum of multivariate function taken with
respect to some of the variables.

Lemma 1. Suppose the following conditions:
1) Vz € Z, the function g(y, z) is bounded on Y’;
2) g(y, z) is continuous by z uniformly with respect to y, well then

Vzg € Z,¥e > 0,30 > 0,Yy € Y,Vz € Z, |z — 20| <= |9(y,2) — g(y,20)| < €

are valid for the function g(y,z) : Y x Z - R Y € RP; Z € RY.
Then the function I(z) = sup |g(y, z)| is continuous on the variable z € Z.
ey

Proof of Theorem 1. Substituting expression (10) in Botzmann equation (1)—(3), we obtain

/]Rd du/+°o <_+vg—i}) M(v,u, p). (15)
Q(f,f)zd;/m dvl/zdoz|(v—v1,a)|><

+oo __ +o0 __
X [/3 du1/ dpﬂb(t,%Ulapl)M(Ui,Uhm)/3 duz/ dﬂﬂﬂ(ﬂ%U27P2)M(U/,U2,/72)—
IRf 0 R 0

+oo __ +oo __
—/3 du1/ dplw(tyxaul)M(Ulaulapl)/3 du2/ dpﬂﬁ(t$7U2702)M(U,U2;P2)]- (16)
R 0 R 0

According to (15) and (16) we rewrite expression (7) as

+o0
A= sup / / du/ dp(a—w+va—¢) (v,u, p) / dvl/dalv—vl, )| <
(t,z)eR* JR3 | JR3 Ox R3
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—~ —~

></ duydus /2 dprdpaip(t, z, ur, 1)U (t, @, us, po) [M (v}, ur, p1) M (V' uz, po)—
R6 R

2
+oo
dv < sup / [/ du/ )—%—v—‘Mvu,O)%—
(t,z)eR* JR3 | JR3
2

d
+§ dv1/ do|(v — vy, )| du1du2/ dprdpatp(t, x,uy, p1)Y(t, x, ug, p2) X
R3 > R6 R2

_M(Ula Uy, pl)M(v7 Uz, pz)}

X |M<’U£7 ul?ﬁl)ﬁ(/u/?u27 )02) - M</U17 ul)pl)ﬁ(v7 Ug, p2)|] dv S

+oo 'QD d2
< sup / / du/ dp’—+v 'MU u, p) —/ dvl/ dal(v — vy, )| x
(t,x)eR* JR3 | JR3 2 Jgs )

></ dulduz/ dp1d021/)(t;$7u17,01)¢(t7$,U27P2) {M(ULUMM)M@/?ULPQ)—F
RS R2

+

+

+M(U1, Ul,p1>M(’U7 Ua, pg):|] dv. (17)
Therefore,
+oo
= sup / dvdu/ dp‘——l— —‘Mvu,o)—i—
(t,z)ER* | JRE
d2
—1—5 dv/ dvl/ da|(v — vy, a)| duldug/ dp1dpab(t, x,uy, p1)Y(t, x, us, pa) X
R3 R3 b RS R2

X |:M(U17ul7pl>M(Ulau2ap2) + M(Ubulapl)M(UaU%pQ):” =

= sup [/du/ dp/dv
(t,x)eR? | Jr3 Rl R3

X@Z)(t,x,ul,pl)w(t,x,UQ,pg)/ dvdvl/ da|(v — vy, )| x
RS s

?/1 d?
-+ Vo M (v,u,p) + — duy dusy dp1dpy ¥
2 R6 R2

+

X [M(Ui7 up, p1) M (V' , p2) + M (v1, w1, p1) M (v, ua, /)2)1

= sup / du/ dp/ ‘ v%‘ﬂ(v,u,p)+
(t,z)eR* | JR3 RY R3 ox

+/ du1dU2/ dpldﬂﬂ/)(t;$7U1,P1)¢(t;$7u27,02)/
RS R2

+ R3

(G(My, M) + M L(M)| dv] . (18)

where, as usual, we introduce the notion of "gain"(G) and "loss"(L) parts of the collision
integral [1,2]:

d2
g) = 5/]1{3 dvl/z dal(v — vy, )| f(t, 0], 2)g(t, vy, ), (19)
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2
_ L / oy / dal (v — v1, @) |g(t, vy, @), (20)
2 R3 >

and we introduce the notation M; = M(v,u;, p;), i = 1,2. In (18), we also interchange the
integration order and the validity of this procedure can be justified as follows.

In the first summand

1) the integrand in the first term is continuous;

2) f]R1+ fR?’ c v2e 22| M(v,u, p)du converges uniformly in R® x R} (by the Weierstrass

(ﬁ)3/26—5(“‘“)2 - (é>3/26 e (‘881? o |‘3¢D
T T

and is integrable by virtue of condition (12).

The integrand in the second summand is continuous by the theorem conditions, and the
inner integral converges uniformly in uy, us, p1 and py by the Weierstrass theorem because
there is an integrating majorant. Hence, we can change the integration order here.

Because, as is known ([1])

theorem).

oy o
‘E v ox

[ att.ga=o,

R3
then
G(My, My)dv = | MyL(Mp)do. (21)
R3 R3
According to (21) the expression (18) can be simplified, and using the supremum property,

we can write
— sup l/ du/ dp/ ’ 8@[) <6> e Blu—w)?
(t,x)eR? | JR3 RL R3 8$

+ sup [/6 duyduy /2 dprdps w(ta%UhPlW(t,%U%Pz)/
RS R

(t,z)eR* 2 R3

+

M L(VD) + ML (M) | dv].

If we introduce a change the variables

VBW—u)=w; v=—+u,

o
A= sup |7 3/2/ du/ d / dw (——l—u)
ta:E]R4[ R3 RL P R3 VB Ox

+ sup [/dedl@/ dp1rdps Y(t, x,ur, p1)Y(t, 2, ug, p2) X
R R

(t,x)eR* 2

we have

o [0+ agin] | )

We apply Lemma 1 to each supremum in equation (22) (similarly as in the proof [13]).
Because the lemma conditions are satisfied for each of these supremums, the whole quantity
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A’ is continuous in vy on RL. So, we can pass to the limit with 8 — 400, that is equivalent
to the tending of v to zero. To pass to the limit conveniently, we consider the expression for
A’ before the change of variables, namely

/ du / dp / dv
R3 RL R3

+ sup [/6 duydus /2 dp1dps w(taxaulapl)w(t,%lb%ﬂz)/3 []\71[/(]\72) +J\72L(]\/Zl)]d7}]-
R R R

(t,x)eR? 2

+

= sup —+v w‘M'z)up)

(t,x)ER*

We use the fact that in the sense of distributions, is obvious that

—~

M(v,u,p) —— (v — u). (23)
B——+o0
Thus,
oy o oy W2
— +o—| M( d — +v—|d(v —u)d —
8t+v(?x‘ (. p)dv Z—== | g T gy | 00 T wdv G Ty
M, L(Ms)dv —— M (v, uy, p1)d*m|v — ug|dv P d*m|uy — s, (24)
R3 B—r+o0 R3 B—
]\%L(Ml)dv R M(U Uy, po)d*T|v — uy|dv PR d?m|uy — s,
R3 B—+00 R3 B—
and by virtue of these equations, we obtain (13). O

Now, with the help of the obtained expression for the limit with 5 — +oo, we can find
some sufficient conditions for tending of the remainder A to zero, which it is convenient to
formulate in the form of a corollary of Theorem 1

Corollary 1. Let all the assumptions of the Theorem 1 be valid. Then the statement
A—0 (25)

holds true, if the function 1 defined in (9) has the form

3/2
Bt p) = Clo—ut) (£ ) e, (26)

where C' is any smooth, positive and bounded function together with all its derivatives,
ug € R? is an arbitrary fixed vector, h(p) is a continuous, non-negative function from L (R%)
with root if p = 0 no less than the first degree, and P — +00.

Proof. We use limit expression (14) and substitute expression (26) in it. The integrand of
the first term then vanishes, C'(x — ut)(—u) + uC’(z — ut) = 0.
We consider the integral in the second summand (let 3M > 0: |C| < M):

P\*"? 2
/ du1du2/ C(z — uqt) (—) e~ Pta=w)™n(h Oz — ugt)x
RS R2

7

P\3? )
* (_) e~ 2w b (po) Juy — uz|dprdps <

™
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3
<M (_> / h(P1)h(Pz)/ e Pl =Pl ) — o |duy dusdpydpy =
RG

R6
ﬁ(ul_u()):wﬁ Ulz%—i‘uo
VP (uz — up) = Was Uy = & + Uo

P\* 1 )
=M (=) = [ h(p)h w2
(£) 35 [ wlonnto [ e
X/ €—w12 w1 w9
VP VP
<—/ (p1) pz/ / w1’ dwldwgdpldp2-|—
R3 R3
- |w2|
— w2 dwsdwdpd
+7r o h(p1) PQ/RS /R3 \/ﬁwgwlmpz

M? [ 421 2m
=— | =+r=]| | h h(p1)dpidps =
73 [77 BT /—P] /R3 (02)/11&3 (p1)dprdps

4 ()/h()dd .
\/ﬂ - - p1)ap1ap2 P too .

Here, we use the Euler-Poisson integral and the values of integrals calculated above.
Thus, thanks to the corollary conditions, the integral in the second summand converges and
it tends to zero as P — +o0. So, equality to zero of the expression (14) is proved. ]

Remark 1. Relation (25) also holds at a fixed P in (26) under the additional condition
d — 0 (the near-Knudsen gas).

+ ug —

— g | dwidwadprdpy <

Remark 2. In expression (26), we can obviously take C(x — ut) instead of the first factor
C([u x z]), and take other J-functions instead of the second factor.

Remark 3. The physical meaning of the obtained results has an abstract mathemati-
cal sense, and estimate (13) and the limit in expression (14) ensure the further arbitrary
smallness of the uniform-integral remainder between the parts of the Botzmann equation A
for the given coefficient functions and at a sufficiently small absolute temperature, which
only means assuming that the thermal constituent of the molecule velocities is small when
an arbitrary value of the mass velocity and density of a flow is preserved.

4. Minimization of the pure integral remainder A;.

Theorem 2. Let conditions (10) and (11) be valid. Let the following functions belong to
Li(R7 x RL)
3¢ 2

o, e, |20 |22, w2

(27)

in the variable t, x, u and p.
Then the integral A, from (8) converges and there exists a value A} such that

lim A} = /dt/ dx / du/ dp'a—w%—ua—w‘—l—
B—+00 Rl R3 R3 Rﬁr ot ox

where
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+27Td2/ duldu2/ dprdpa)(t, x,ur, p1)Y(t, z, ug, p2)|ug —u2|]. (29)
RS R2

Proof. According to (15) and (16) in the proof of Theorem 1 we rewrite expression (8) as

Ay = /Rldt/Rgdx/Rs/Rgdu/Jroo (a—¢+vg—¢>M(v,u,p)—

—— dvl/ dal(v — vy, )| x
2 R3

></ du1duz/ dp1dpap(t, v, uy, p1)Y(t, x U27P2)[]\7(”/17%1,P1)]\7(U/au2ap2)—
R6 R2

+o0 a¢ .
dv</ dt/ dx/ / du/ dp +o——| M(v,u, p)+
R! R3 R3 R3 aCC

d?
+3 dvl/ dal(v — vy, a)| dUIdUQ/ dp1dpatb(t, x,ug, p1)Y(t, x,us, pa) X
R3 R6 R2

+

_M(Uhulapl)M(U U27P2

X |M(Ui, Uy, pl)M(v,a U2, PZ) - M(”la U, pl)M(U> Uz, P2)|] dv <

+00 w d2
g/ dt/ dx/ /du/ dp’—+v ‘Mvu,o —/ dvl/dal(v—vl,aﬂx
Rt JR3 R3 | JR3 2 Jrs 2

></ duydus /2 dﬂldﬂ2¢(t7$7ul,pl)¢(t7ﬂ3,Uz,pz) {M(017U17P1)M(0I,U2702)+
RS R

+

+M(vl,u1,p1)ﬂ(v,uQ,pg)]] dv. (30)

+oo
/dt/ d:v[/ dvdu/ dp‘——l—v w’MUUP)“—
Rl R3 RS
d2

—I—; dv/ dvl/ do|(v — v, a)| dulduQ/ dprdpa)(t, T, uy, p1)U(t, o, ug, pa) X
R3 R3 s RS R2

Hence,

X [M(Ui,ul7p1>M<U,7U2,p2) + M(Ul,uhpl)ﬁ(%umm)u =

/dt/ dx/du/ dp/dv
R! R3 R3 RL R3

xw(t,x,ul,pl)w(t,x,UQ,pg)/6 dvdvl/ da|(v — vy, a)|x
R 2

%ZJ d?
— + v M (v,u,p) + — duydusy dp1dpy <
2 RG R2

+

< {Mm,ul,pl)ﬂ(v’,u% pa) + M(o1, 11, pr) M (o, wZ)H _

/ﬁ/wum/@/m
R1 R3 R3 R R3

5 TV ¢’Mvup)+
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+ / du1 dUQ /
RS R

where, as in earlier, we used the notion (19) and (20) for the parts of the collision integral.
In (31), we also interchange the integration order (similarly as in the proof of Theorem 1).
According to (21) we rewrite the expression (31) as
3

Al :/ dt/ dm/ du/ dp/ dv‘a—w—l—va—w (é)ze_ﬁ(”_“)Z—l—
R1 R3 R3 R-IF R3 8t 833' ™

+/ dt/ dflf/ duldUQ/ dprdpa Y (t, z,u1, p1)Y(t, z,ug, p2) X
Rt JR3 R6 R2

+

dprdpyt(t, 2, wr, pr )b (t, . us, p2) / (G, M) + ML (M) dv], (31)
3 RS

x / [MRLOE) + ML) v

If we introduce the notations

we can write

_ 61/) w 877/1 a2
A’:3/2/dt/d/d/d/d—— —|ev
! T R? R3 v R3 Y R}‘_ P R3 v 075 + \/B+u Qw € +
+/ dt/ d:v/ du1du2/ dprdpa V(t, z,uy, p1)Y(t, T, us, pa) X
R! RS RS R2

x / dw [VLL(VE) + ML (M) (32)

The integrand functions in both summandss of the expression A} are continuous in the
variables t, x, u, p and 5 due conditions (27) of the theorem. Next, the integral (32) converges
uniformly with respect to the variable 5 on any compact because of (27) once more and the
present of the factor e=*”. Hence, the value A is continuous in  and we can pass to the
limit as 8 — +oo. To pass to the limit it is convenient to consider the expression for A’
before the change of variables. From (23) and (24) we obtain (29). O

Based on the obtained expression for the limit as f — 400 in (29), we can find a sufficient
condition for the value A; to tend to zero, which we formulate as a corollary of Theorem 2.
At first, let us introduce some definitions.

Definition 1. Let G be the domain in R” such that the number of components of connecti-
vity of the intersection of G' with any straight line parallel to some co-ordinate axes, are
finite. Denote by G5 (6 > 0) the d-ezaggeration of G (terminology of [15]), i.e. the set of all
points, the distance from which to G is not greater than 9.

If n = 4 and the co-ordinates are denoted as ¢, 2% (k = 1,2,3), we will denote by G® the
projection of G' on the hyperplane t = 0, and by G* the projection of G on the hyperplane
=0 (k=1273).
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Definition 2. Let G € R* § > 0. We will call as “S-platear” upon the domain G such
a function ¢;(G, t,z) € €(R?) for which the following conditions are valid:

—_

, (t,z) € G,
905(G7t7 (L’) = 07 (tax) € R4\G5a (33>
0< 2 < 17 (t,.’L’) € G(;\G,

and, in addition to that, on any straight line which is parallel to some co-ordinate axis, ¢;
has no more than a finite number of strict extremums. One can find constructive description
of functions, which satisfy (33) and belong to €%, for example, in [16].

Corollary 2. Let all the assumptions of Theorem 2 be valid. Then the statement

holds true, if the function 1 defined in (9) has the form

™

3/2
Y(t,z,u,p) = g(t, z) <£) e P10 b p), (35)

where ¢(t,x) is of the form of finite “plateaus” ([12]), such that the measure of projections
of the sets supp g(t,z) on the hyperplane t = 0 (i.e. configuration space R?) tends to zero
(in the case, when g are independent of t) and

uF - (suppg)e =0, k=1,2,3, (36)

where G}, denotes the projection of any set G C R* on the hyperplane z* = 0, uy € R? is
an arbitrary fixed vector, h(p) is continuous, non-negative function from Li(RY) with root
if p =0 of at least the first degree, and P — +00.

Proof. We use limit expression (29) and substitute expression (35) in it. The integrand of the
first term tends to zero (as shown in [12]). And, by assumption of the corollary, the integral
in the second summand converges and it tends to zero. The corollary is proved. O

Thus, in this paper we managed to generalize some the results obtained in [13]. Now the
continual approximate solution of the Boltzmann equation (1)—(3) with arbitrary density is
constructed.
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