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We construct the classes of probability measures on the groups Zn and Z for which the
identification of a measure given modulus of its characteristic function is possible up to a shift
and the central symmetry. For groups Z3, Z4 we give the completely description of such classes.

1. Introduction. The importance of phase retrieval in physics has been described in [1],
where a list of references can be founded. The problem can be formulated as follows. Let G be
a locally compact abelian group, M1(G) be a convolution semigroup of probability measures
on G. It is physically possible to measure the absolute value of the characteristic function m̂
of the measure m ∈ M1(G), but not its argument. What can then be said about m?

Let us give the main definitions.

Definition 1. We call the measures m,µ ∈ M1(G) equivalent (m ∼ µ) if

|m̂| = |µ̂|. (1)

Obviously, for all g ∈ G we have m ∼ m∗δg (δg is the degenerate at the point g probability
measure) and m ∼ m̃ ∗ δg, where m̃(E) = m(−E) for all Borel sets E ⊂ G.

Definition 2. Let m ∈ M1(G). The set E(m) of all measures µ ∈ M1(G) such that µ ∼ m
is called the equivalence class of the measure m.

Definition 3. We say that a measure m has a trivial equivalence class and write m ∈
TEC(G) if E(m) = {m ∗ δg : g ∈ G} ∪ {m̃ ∗ δg : g ∈ G}.

Some classes of measures on locally compact abelian groups with a trivial equivalence
class were constructed in [2–8]. Our aim is to give conditions under which measures on groups
Zn = Z/nZ and Z have a trivial equivalence class.

2. Statement of results. At first we shall consider probability measures on the group Zn.
Elementary examples of measures from TEC(Zn) are the Haar measure (uniform distribution
on Zn) and all measures δg, g ∈ Zn. The following theorem was proved in [3].
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Theorem A ([3]). On Zn the uniform distribution on {0, 1, . . . , s − 1} ⊂ Zn has a trivial
equivalence class if 2s ≤ n.

Denote by σ(m) the support of the measure m and by |C| the number of the points of
a set C.

In Theorem 1 the class of measures m ∈ M1(Zn) with |σ(m)| = 2, that have a trivial
equivalence class, is completely described.

Theorem 1. (i) For n ̸= 3r, r ∈ N, all measures m ∈ M1(Zn) such that |σ(m)| = 2 have
a trivial equivalence class.

(ii) For n = 3r, r ∈ N, all measures m ∈ M1(Zn) with σ(m) = {k, k + r}, k ∈ Zn, have
a nontrivial equivalence class. All another measures m ∈ M1(Z3r) with |σ(m)| = 2 have
a trivial equivalence class.

In Theorem 2 the examples of measures from M1(Z2l), l ∈ N, with a trivial equivalence
class are given.

Theorem 2. All measures m ∈ M1(Z2l), l ∈ N, such that

m({2k}) = a, m({2k + 1}) = b, a ≥ 0, b ≥ 0, a+ b =
1

l
, k = 0, 1, . . . , l − 1,

have a trivial equivalence class.

It is well known that all measures on the group Z2 have a trivial equivalence class. In
the following theorem we give the complete description of measures on the groups Z3 and
Z4 with a trivial equivalence class.

Theorem 3. (i) On the group Z3 the Haar measure, all measures δg, g ∈ Z3, and only these
measures have a trivial equivalence class.

(ii) On the group Z4 the following measures and only one have a trivial equivalence class:
the measures m such that |σ(m)| ≤ 2, and all measures m with the property m({0}) =
m({2}), m({1}) = m({3}).

We can not give the completely description of the classes TEC(Zn), n > 5, because it
runs into technical difficulties. But the following conjecture can be formulated: on the groups
Zp, where p is a prime, p ≥ 5, the class TEC(Zp) consists of the Haar measure and the
measures m with |σ(m)| ≤ 2 only.

Now we consider the probability measures on the group Z. Elementary examples of
measures from TEC(Z) are all measures δg, g ∈ Z. The following theorem was proved in [3].

Theorem В ([3]). On the group Z the uniform distribution on the every finite interval
{i, i+ 1, i+ 2, . . . , i+ s}, i ∈ Z, s ∈ N, has a trivial equivalence class.

In Theorem 4 we give another examples of measures on the group Z with a trivial equi-
valence class.

Theorem 4. All measures m ∈ M1(Z) such that |σ(m)| = 2 have a trivial equivalence class.

3. Proof of results.
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Proof of Theorem 1. Note that the condition (1) may be written as µ̂ · µ̂ = m̂ · m̂. Hence (1)
is equivalent to the condition

µ ∗ µ̃ = m ∗ m̃. (2)

Let m,µ ∈ M1(Zn) and m ∼ µ. We denote ak = m({k}), αk = µ({k}), k = 0, 1, . . . , n−1.
Obviously,

n−1∑
k=0

ak = 1,
n−1∑
k=0

αk = 1. (3)

The equality (2) may be written in the form

n−1∑
k=0

αkαk+t =
n−1∑
k=0

akak+t, t = 0, 1, . . . ,
[n
2

]
, (4)

where al = al−n, αl = αl−n if l ≥ n. In the sequel the values αk be unknown and the values
ak be given.

Obviously E(m) = E(m ∗ δg). Therefore we may consider the measures m with the
property σ(m) = {0, j}, j ≤ [n/2]. Let µ ∼ m. We may take α0 = µ({0}) ̸= 0. Equation
system (4) can be written in the form

n−1∑
k=0

α2
k =

n−1∑
k=0

a2k,

n−1∑
k=0

αkαk+t = 0, t = 1, 2, . . . , j − 1, j + 1, . . . , [n/2],

n−1∑
k=0

αkαk+j = a0aj.

(5)

Put t = 1 in (5). Since α0 ̸= 0, we have α1 = 0, αn−1 = 0. For t = 2 we see that α2 = 0,
αn−2 = 0. Next, for t = 3, 4, . . . , j − 1, j + 1, . . . , [n/2], we have αs = 0 for s ̸= 0, j, n− j.
Therefore σ(µ) ⊂ {0, j, n− j}.

First let us consider the cases n ̸= 3r, r ∈ N, or n = 3r and σ(m) = {0, j}, j ̸= r. Since
j ̸= n/3, we have (n− j)− j ̸= j. Therefore αjαn−j = 0 and αj = 0 or αn−j = 0.

If αn−j = 0, then σ(µ) = {0, j} and system (5) has the form{
α2
0 + α2

j = a20 + a2j ,

α0αj = a0aj.

This system has two solutions: α0 = a0, αj = aj and α0 = aj, αj = a0. In the first case we
have µ = m and in the second case we have µ = m̃ ∗ δj.

If αj = 0, then σ(µ) = {0, n− j} and system (5) has the form{
α2
0 + α2

n−j = a20 + a2j ,

α0αn−j = a0aj.

The solutions are: 1) α0 = a0, αn−j = aj and therefore µ = m̃, 2) α0 = aj, αn−j = a0 and
therefore µ = m ∗ δn−j.

Thus, if n ̸= 3r then all measures m on Zn such that |σ(m)| = 2 have a trivial equivalence
class. If n = 3r, r ∈ N, then all measures m ∈ M1(N3r) with the condition σ(m) = {0, j},
j ̸= r, have a trivial equivalence class.
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Now we consider the case n = 3r, σ(m) = {0, r}. Resoning as earlier we see that if µ ∼ m
then σ(µ) ⊂ {0, r, 2r}. In this case system (4) and conditions (3) have the form

α0 + αr + α2r = a0 + ar = 1,

α2
0 + α2

r + α2
2r = a20 + a2r,

α0αr + αrα2r + α2rα0 = a0ar.

(6)

The third equation of this system is a direct consequence of the first and the second one.
The first equation of system (6) yields the part of the plane that lies in the first octant. The
distance between this plane and the origin is equal to 1/

√
3. The second equation of system

(6) yields the part of the sphere with the radius
√
a20 + a2r, 1/

√
2 ≤

√
a20 + a2r < 1. Since

1/
√
3 < 1/

√
2, the sphere and the plane have infinitely many common points (α0, αr, α2r).

Therefore system (6) has infinitely many positive solutions and m /∈ TEC(Z3r).

Proof of Theorem 2. Let us now consider the equations of system (4) with n = 2l, t ∈ {0, 2}:

2l−1∑
k=0

α2
k =

2l−1∑
k=0

a2k,

2l−1∑
k=0

αkαk+2 =
2l−1∑
k=0

akak+2.

It follows from these equations that

l∑
k=1

(α2k−1 − α2k+1)
2 +

l−1∑
k=0

(α2k − α2k+2)
2 =

l∑
k=1

(a2k−1 − a2k+1)
2 +

l−1∑
k=0

(a2k − a2k+2)
2.

Using the condition of Theorem 2 we see that the right part of this equation is equal to zero.
Then the left part is equal to zero too. Thus α2k = c, α2k+1 = d for all k, being c+ d = 1/l.
Substituting these values into (4) with t = 0 and using (3), we find that{

c+ d = a+ b,

c2 + d2 = a2 + b2.

Therefore c = a, d = b or c = b, d = a. These values of αk satisfy another equations of
system (4). Hence µ = m or µ = m ∗ δ1.

Proof of Theorem 3. Consider first measures on the group Z3. It follows from Theorem 1
(n = 3, r = 1) that all measures m ∈ M1(Z3) such that |σ(m)| = 2 have a nontrivial
equivalence class. Let |σ(m)| = 3. In this case system (4) and conditions (3) have a form

α0 + α1 + α2 = a0 + a1 + a2 = 1,

α2
0 + α2

1 + α2
2 = a20 + a21 + a22,

α0α1 + α1α2 + α2α0 = a0a1 + a1a2 + a2a0.

(7)

The third equation of this system is a direct consequence of the first and the second one.
If a0 = a1 = a2 = 1/3 then the plane and the sphere (7) have a unique common point
α0 = α1 = α2 = 1/3. Hence µ = m. In another cases the plane and the sphere have infinitely
many common points, system (7) has infinitely many solutions and m /∈ TEC(Z3).

Consider now measures on the group Z4. It follows from Theorems 1 and 2 that we
need to prove the following claim. If the measure m satisfies the conditions |σ(m)| > 2,
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m({0}) ̸= m({2}) or m({1}) ̸= m({3}), then m /∈ TEC(Z4). System (4) and conditions (3)
have a form 

α0 + α1 + α2 + α3 = a0 + a1 + a2 + a3 = 1,

α2
0 + α2

1 + α2
2 + α2

3 = a20 + a21 + a22 + a23,

α0α1 + α1α2 + α2α3 + α3α0 = a0a1 + a1a2 + a2a3 + a3a0,

α0α2 + α1α3 = a0a2 + a1a3.

(8)

Let us subtract from the second equation of system (8) the third equation multiplied by 2
and add the forth one multiplied by 2. We obtain the following equation

(α0 − α1 + α2 − α3)
2 = (a0 − a1 + a2 − a3)

2.

Consider now the case α0 − α1 + α2 − α3 = a0 − a1 + a2 − a3. It follows from this equation
and from the first equation of (8) that{

α0 + α2 = a0 + a2,

α1 + α3 = a1 + a3.
(9)

If we subtract from the second equation of system (8) the forth equation multiplied by 2 we
obtain the following equation

(α0 − α2)
2 + (α1 − α3)

2 = (a0 − a2)
2 + (a1 − a3)

2. (10)

Substituting α2 and α3 from (9) into (10), we find that(
α0 −

a0 + a2
2

)2

+

(
α1 −

a1 + a3
2

)2

=

(
a0 − a2

2

)2

+

(
a1 − a3

2

)2

. (11)

The distance R between the center of this circle and the origin is equal to

R =

((
a0 + a2

2

)2

+

(
a1 + a3

2

)2
)1/2

.

The radius ρ of this circle is equal to

ρ =

((
a0 − a2

2

)2

+

(
a1 − a3

2

)2
)1/2

.

Since a0 ̸= a2 or a1 ̸= a3, we have ρ ̸= 0. Since |σ(m)| > 2, we have a0a2 + a1a3 ̸= 0. Hence,
R > ρ. So there are infinitely many points (α0, α1) of the circle (11) for which the conditions
0 < α0 < a0 + a2, 0 < α1 < a1 + a3 are valid. Therefore system (8) has infinitely many
solutions and m /∈ TEC(Z4).

The case α0 − α1 + α2 − α3 = −a0 + a1 − a2 + a3 is considered similarly.

In order to construct new examples of measures with a trivial equivalence class we use
the following statement. If H is a subgroup of the group G then all measures on G with
σ(m) ⊂ H such that m ∈ TEC(H) are from TEC(G). The validity of this statement follows
from Proposition 2.5 in [9].

By means of this remark we get the following corollaries.



94 I. P. IL’INSKAYA

Corollary 1. If the measure m ∈ M1(Z2ls), l, s ∈ N, satisfies the conditions

m({2js}) = a, m({(2j + 1)s}) = b, a+ b =
1

l
, j = 0, 1, . . . , l − 1,

then m ∈ TEC(Z2ls).

Corollary 2. If the measure m ∈ M1(Z4s), s ∈ N, satisfies the conditions

σ(m) = {0, s, 2s, 3s}, m({0}) = m({2s}), m({s}) = m({3s}),

then m ∈ TEC(Z4s).

Corollary 1 follows from Theorem 2 and Corollary 2 follows from Theorem 3.

Proof of Theorem 4. We can assume, without restriction of generality, that the measure
m ∈ M1(Z) has a support σ(m) = {0, n}, n ∈ Z, n ̸= 0. Let µ ∈ M1(Z) and µ ∼ m. Denote
ak = m({k}), αk = µ({k}). Equality (2) may be written in the form∑

k∈Z

αkαk+j =
∑
k∈Z

akak+j, j ∈ Z. (12)

We assume that α0 ̸= 0. Since σ(m) = {0, n}, we have
∑

k∈Z αkαk+j = 0, j ̸= ±n. Hence,
αj = 0 for j ̸= ±n. For this reason σ(µ) ⊂ {−n, 0, n}. Therefore system (12) has a form

α2
−n + α2

0 + α2
n = a20 + a2n,

α−nα0 + α0αn = a0an,

α−nαn = 0.

Suppose α−n = 0. The system {
α2
0 + α2

n = a20 + a2n,

α0αn = a0an

has two solutions: α0 = a0, αn = an and α0 = an, αn = a0. So µ = m in the first case and
µ = m̃ ∗ δn in the second case.

If αn = 0 then {
α2
0 + α2

−n = a20 + a2n,

α0α−n = a0an.

Hence α0 = a0, α−n = an or α0 = an, α−n = a0 and µ = m̃ or µ = m ∗ δ−n. Therefore
m ∈ TEC(Z).
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