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We firstly establish a new generalization of the classical Hermite – Hadamard inequality for a real-valued
convex function. Then the convexity of the matrix function g(A) = f(detA) is proved under certain
conditions on the function f and the matrix A. Based on these, we derive a new Hermite – Hadamard type
inequality, and finally present an application to the estimate of the volume of quasi-Einstein metrics.

Спочатку встановлено узагальнення класичної нерiвностi Ермiта – Адамара для дiйсної опук-
лої функцiї. Далi доведено опуклiсть матричнозначної функцiї g(A) = f(detA) за певних умов
на функцiю f та матрицю A. На пiдставi цього результату отримано узагальнення нерiвнос-
тi типу Ермiта – Адамара та наведено застосування до оцiнки об’єму квазiейнштейнiвської
метрики.

1. Introduction and main results. Inequalities with good symmetry are important and interes-
ting in analysis and PDE, and among the inequality theory, the inequalities relating to convexity
are extremely valuable. A well-known example is the famous Hermite – Hadamard inequality,
which was firstly published in [1] and gives us an estimate of the mean value of a convex functi-
on:

Theorem 1.1 (Hermite – Hadamard inequality). If f : I → R is a convex function, then

f

(
a+ b

2

)
≤ 1

b− a

b∫
a

f(x)dx ≤ f(a) + f(b)

2
. (1.1)

An account on the history of this inequality can be found in [2]. Surveys on various generali-
zations and developments can be found in [3] and [4].

Throughout this paper, we denote by I the closed interval [a, b], then recall that a real-valued
function f is said to be convex on I if

f(µx+ (1− µ)y) ≤ µf(x) + (1− µ)f(y),
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and concave on I if
f(µx+ (1− µ)y) ≥ µf(x) + (1− µ)f(y)

for all x, y ∈ I and 0 ≤ µ ≤ 1.

In this paper we firstly establish a new generalization of the Hermite – Hadamard inequality,
and prove that for an arbitrary nonnegative real-valued integrable function Φ : I → R, there
exist real numbers l, L such that:

f

 1

b− a

b∫
a

Φ(x)dx

 ≤ l ≤ 1

b− a

b∫
a

f ◦ Φ(x)dx ≤ L ≤ f ◦ Φ(a) + f ◦ Φ(b)

2
,

where

l(µ1, . . . , µn) =
n∑
k=0

(µk+1 − µk)f

 1

(µk+1 − µk)(b− a)

(1−µk+1)a+µk+1b∫
(1−µk)a+µkb

Φ(x)dx

 ,

L(µ1, . . . , µn) =
n∑
k=0

(µk+1 − µk)
f ◦ Φ((1− µk)a+ µkb) + f ◦ Φ((1− µk+1)a+ µk+1b)

2
.

In fact, we prove the following theorem.

Theorem 1.2. Let f : R → R be a convex function, and Φ : I → R be a nonnegative real-
valued integrable function such that f ◦ Φ(x) is also convex. Then for arbitrary n ∈ N, µ0 = 0,
µn+1 = 1 and arbitrary 0 ≤ µ1 ≤ . . . ≤ µn ≤ 1, we have

f

 1

b− a

b∫
a

Φ(x)dx

 ≤ l(µ1, . . . , µn) ≤ 1

b− a

b∫
a

f ◦ Φ(x)dx ≤

≤ L(µ1, . . . , µn) ≤ f ◦ Φ(a) + f ◦ Φ(b)

2
,

where

l(µ1, . . . , µn) =

n∑
k=0

(µk+1 − µk)f

 1

(µk+1 − µk)(b− a)

(1−µk+1)a+µk+1b∫
(1−µk)a+µkb

Φ(x)dx

 ,

L(µ1, . . . , µn) =

n∑
k=0

(µk+1 − µk)
f ◦ Φ((1− µk)a+ µkb) + f ◦ Φ((1− µk+1)a+ µk+1b)

2
.

Corollary 1.1. Let f : R → R be a convex function, and Φ : I → R be a nonnegative real-
valued integrable function such that f ◦ Φ(x) is also convex, then for arbitrary n ∈ N, µ0 = 0,
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µn+1 = 1 and arbitrary 0 ≤ µ1 ≤ . . . ≤ µn ≤ 1, we have

f

 1

b− a

b∫
a

Φ(x)dx

 ≤ sup
0≤µ1≤...≤µn≤1

l(µ1, . . . , µn) ≤ 1

b− a

b∫
a

f ◦ Φ(x)dx ≤

≤ sup
0≤µ1≤...≤µn≤1

L(µ1, . . . , µn) ≤ f ◦ Φ(a) + f ◦ Φ(b)

2
,

where l(µ1, . . . , µn) and L(µ1, . . . , µn) are defined in Theorem 1.2.

Then we consider the convexity of matrices, recall that a matrix A ∈ Mn is said to be
positive definite if Re (xTAx) > 0, and is said to be nonnegative definite if Re (xTAx) ≥ 0 for
all nonzero x ∈ Cn. The convex set of positive definite matrices is denoted by M+

n , and the
convex set of nonnegative definite matrices is denoted by SMn. Together with the definition of
real-valued convex functions, we have the definition of convexity of matrix functions as follows:

Definition 1.1. A real valued function f defined on M+
n or SMn is said to be convex if

f(µA+ (1− µ)B) ≤ µf(A) + (1− µ)f(B),

and is said to be concave if

f(µA+ (1− µ)B) ≥ µf(A) + (1− µ)f(B)

for all 0 ≤ µ ≤ 1 and all A,B ∈ M+
n or SMn, A 6= B.

Recall that it has been proved by Ky Fan in [5] (see also [6]) that the function g(A) =
= log(detA) is a strictly concave function on the convex set of positive definite Hermitian
matrices M+

n . But in general, the function g(A) = f(detA) is not convex or concave for a
general function f. In this paper, we will prove the convexity of the matrix function g(A) =
= f(detA) under certain conditions on the function f and matrix A as follows:

Theorem 1.3. Let A, B be two nonnegative definite matrices such that AB = BA, and λi(A),
λi(B), where i = 1, . . . , n, be the eigenvalues of A and B. Then for arbitrary monotonic increa-
sing and convex function f(x), the inequality

f(det(µA+ (1− µ)B)) ≤ µf(detA) + (1− µ)f(detB)

holds true for all 0 ≤ µ ≤ 1 if one of the following conditions is satisfied:
(i) λi(A) ≤ λi(B) for all i = 1, . . . , n;
(ii) λi(A) ≥ λi(B) for all i = 1, . . . , n.

Thus by using Theorems 1.2 and 1.3, we derive our main result which is a new Hermite –
Hadamard type inequality for the function g(t) = f(detA(t)) as follows:

Theorem 1.4. Let A(t) : I → SMn be a family of nonnegative definite real-valued matrices
with the eigenvalues λi(A(t)), where i = 1, . . . , n, for corresponding t ∈ I. Suppose that for any
t1 6= t2 ∈ I and 0 ≤ µ ≤ 1, we have A(t1)A(t2) = A(t2)A(t1) and

A(µt1 + (1− µ)t2) ≤ µA(t1) + (1− µ)A(t2),
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then for n ∈ N, µ0 = 0, µn+1 = 1 and arbitrary 0 ≤ µ1 ≤ . . . ≤ µn ≤ 1, the inequality

f

 1

b− a

b∫
a

detA(t)dt

 ≤ lA(µ1, . . . , µn) ≤ 1

b− a

b∫
a

f(detA(t))dt ≤

≤ LA(µ1, . . . , µn) ≤ f(detA(a)) + f(detA(b))

2

holds true for an arbitrary convex function f : R → R if one of the following conditions is
satisfied:

(i) λi(A(t1)) ≤ λi(A(t2)) for all i = 1, . . . , n and t1 < t2 ∈ I;

(ii) λi(A(t1)) ≥ λi(A(t2)) for all i = 1, . . . , n and t1 < t2 ∈ I, where

lA(µ1, . . . , µn) =
n∑
k=0

(µk+1 − µk)f

 1

(µk+1 − µk)(b− a)

(1−µk+1)a+µk+1b∫
(1−µk)a+µkb

detA(t)dt

 ,

LA(µ1, . . . , µn) =
n∑
k=0

(µk+1 − µk)
f(detA((1− µk)a+ µkb)) + f(detA((1− µk+1)a+ µk+1b))

2
.

Remark 1.1. It is obvious that there exist many matrix families satisfying the conditions in
Theorem 1.4 such that detA(t) and f(detA(t)) integrable on the interval I.

Moreover by using Theorem 1.4, we can actually prove that there exist real numbers lA,
LA such that we have the following.

Corollary 1.2. Let A(t) : I → SMn be a family of nonnegative definite real-valued matrices
with the eigenvalues λi(A(t)), where i = 1, . . . , n, for corresponding t ∈ I. Suppose that for any
t1 6= t2 ∈ I and 0 ≤ µ ≤ 1, we have A(t1)A(t2) = A(t2)A(t1) and

A(µt1 + (1− µ)t2) ≤ µA(t1) + (1− µ)A(t2),

then for n ∈ N, µ0 = 0, µn+1 = 1 and arbitrary 0 ≤ µ1 ≤ . . . ≤ µn ≤ 1, the inequalities

f

 1

b− a

b∫
a

detA(t)dt

 ≤ sup
0≤µ1≤...≤µn≤1

lA(µ1, . . . , µn) ≤ 1

b− a

b∫
a

f(detA(t))dt ≤

≤ sup
0≤µ1≤...≤µn≤1

LA(µ1, . . . , µn) ≤ f(detA(a)) + f(detA(b))

2

holds true for an arbitrary convex function f : R → R if one of the following conditions is
satisfied:

(i) λi(A(t1)) ≤ λi(A(t2)) for all i = 1, . . . , n and t1 < t2 ∈ I;

(ii) λi(A(t1)) ≥ λi(A(t2)) for all i = 1, . . . , n and t1 < t2 ∈ I,
where lA(µ1, . . . , µn) and LA(µ1, . . . , µn) are defined in Theorem 1.4.
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Now let (Mn, g0) be a Riemannian manifold. The Ricci flow onMn is a process that deforms
the metric of the Riemannian manifold in a way formally analogous to the diffusion of heat,
smoothing out irregularities in the metric. See [7] or [8] for details. The Ricci flow is defined by
the partial differential equation

∂

∂t
g(t) = −2 Ric g(t),

g(0) = g0,

where Ric g(t) denotes the Ricci curvature of the metric g(t). Ricci flow is a dynamical system
on the space of Riemannian metrics modulo diffeomorphisms and scalings, which can be used
to deform g into a metric distinguished by its curvature. For example, if the Riemannian mani-
fold (M2, g) is two-dimensional, the Ricci flow, once suitably renormalised, deforms a metric
conformally to one of constant curvature.

The quasi-Einstein metric, also named as the Ricci soliton, which is the fixed point of the
Ricci flow as a dynamical system on the space of Riemannian metrics modulo diffeomorphisms
and scalings.

In fact, let X(t) be a time dependent family of smooth vector fields on Mn, generating a
family of diffeomorphisms ϕ(t), and the quasi-Einstein metric is actually the self-similar soluti-
on

g(t) = ϕ∗(t)g(0)

of Ricci flow, where g(0) denotes the initial metric.
From the equation point of view, the quasi-Einstein metric is also a natural generalization

of the Einstein metric.

Definition 1.2. (Quasi-Einstein metric). A complete Riemannian manifold (Mn, g) is called
a quasi-Einstein metric if there exists a smooth function f : Mn → R, such that

Rc(g) +∇∇f +
ε

2
g = 0,

where Rc is the Ricci curvature tensor and ε is a real constant. Furthermore
(i) if ε < 0, then it is called a shrinking quasi-Einstein;
(ii) if ε = 0, then it is called a steady one;
(iii) if ε > 0, then it is called an expanding one.

In this paper, by using Theorem 1.4 and Jensen’s inequality for the manifold, we derive an
estimate of the volume of quasi-Einstein manifolds as follows:

Theorem 1.5. Let (Mn, g) be a Riemannian manifold and ϕ∗(t) : I → Diff (Mn) be a family
of diffeomorphisms of Mn such that their corresponding matrices are nonnegative definite real-
valued matrices, which are also denoted by ϕ∗(t). Let λi(ϕ∗(t)), where i = 1, . . . , n, denote the
eigenvalues of ϕ∗(t), for corresponding t ∈ I. Suppose that for any t1 6= t2 ∈ I and 0 ≤ µ ≤ 1,
we have

ϕ∗(µt1 + (1− µ)t2) ≤ µϕ∗(t1) + (1− µ)ϕ∗(t2).
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Then for a quasi-Einstein metric g(t) = ϕ∗(t)g(0) defined on the interval I, and arbitrary n ∈ N,
µ0 = 0, µn+1 = 1, 0 ≤ µ1 ≤ . . . ≤ µn ≤ 1, the inequality

f

 1

b− a

b∫
a

V (t)dt

 ≤ lφ∗(µ1, . . . , µn),

1

b− a

b∫
a

f(V (t))dt ≤ Lϕ∗(µ1, . . . , µn)

holds true for an arbitrary convex function f : R → R if one of the following conditions is
satisfied:

(i) λi(ϕ∗(t1)) ≤ λi(ϕ
∗(t2)) for all i = 1, . . . , n and t1 < t2 ∈ I;

(ii) λi(ϕ∗(t1)) ≥ λi(ϕ
∗(t2)) for all i = 1, . . . , n and t1 < t2 ∈ I, where V (t) is the volume of

Mn

∫
Mn

√
det(g(t))dV corresponding to the metric g(t) and

lϕ∗(µ1, . . . , µn) =

n∑
k=0

(µk+1 − µk)f

 1

(µk+1 − µk)(b− a)

(1−µk+1)a+µk+1b∫
(1−µk)a+µkb

√
det(ϕ∗(t))dt

 ,

Lϕ∗(µ1, . . . , µn) =
n∑
k=0

(µk+1 − µk)×

×
f
(√

det(ϕ∗((1− µk)a+ µkb))
)

+ f
(√

det(ϕ∗((1− µk+1)a+ µk+1b))
)

2
.

Corollary 1.3. Let (Mn, g) be a Riemannian manifold and ϕ∗(t) : I → Diff(Mn) be a family
of diffeomorphisms of Mn such that their corresponding matrices are nonnegative definite real-
valued matrices, which are also denoted by ϕ∗(t). Let λi(ϕ∗(t)), where i = 1, . . . , n, denote the
eigenvalues of ϕ∗(t), for corresponding t ∈ I. Suppose that for any t1 6= t2 ∈ I and 0 ≤ µ ≤ 1,
we have

ϕ∗(µt1 + (1− µ)t2) ≤ µϕ∗(t1) + (1− µ)ϕ∗(t2).

Then for a quasi-Einstein metric g(t) = ϕ∗(t)g(0) defined on the interval I, and arbitrary n ∈ N,
µ0 = 0, µn+1 = 1, 0 ≤ µ1 ≤ . . . ≤ µn ≤ 1, the inequalities

f

 1

b− a

b∫
a

V (t)dt

 ≤ sup
0≤µ1≤...≤µn≤1

lϕ∗(µ1, . . . , µn),

1

b− a

b∫
a

f(V (t))dt ≤ sup
0≤µ1≤...≤µn≤1

Lϕ∗(µ1, . . . , µn)
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holds true for an arbitrary convex function f : R → R if one of the following conditions is
satisfied:

(i) λi(ϕ∗(t1)) ≤ λi(ϕ
∗(t2)) for all i = 1, . . . , n and t1 < t2 ∈ I;

(ii) λi(ϕ∗(t1)) ≥ λi(ϕ
∗(t2)) for all i = 1, . . . , n and t1 < t2 ∈ I,

where V (t), lϕ∗(µ1, . . . , µn) and Lϕ∗(µ1, . . . , µn) are defined in Theorem 1.5.

The paper is organized as follows. In Section 2, we firstly establish two useful lemmas, by
which we then prove Theorem 1.2. In Section 3, we prove Theorem 1.3 by using an interesting
lemma. In Section 4, based on Theorems 1.2 and 1.4, we prove our main result Theorem 1.4 and
present an application to the estimate of the volume of quasi-Einstein metrics.

2. Lemmas and proof of Theorem 1.2. In order to prove Theorem 1.2, we also need some
lemmas as follows:

Lemma 2.1. If f : R → R and Φ : I → R are integrable functions, then we have

1

b− a

b∫
a

f ◦ Φ(x)dx =

1∫
0

f ◦ Φ(µa+ (1− µ)b)dµ =

1∫
0

f ◦ Φ(µb+ (1− µ)a)dµ.

Proof. We could use the change of variables x = µa + (1 − µ)b and x = µb + (1 − µ)a to
complete the proof.

Lemma 2.2. Let f : R → R be a convex function, and Φ : I → R be a nonnegative real-
valued integrable function such that f ◦ Φ(x) is also convex, then we have

f

 1

b− a

b∫
a

Φ(x)dx

 ≤ 1

b− a

b∫
a

f ◦ Φ(x)dx ≤ f ◦ Φ(a) + f ◦ Φ(b)

2
.

Proof. Observing that the first inequality is actually the famous Jensen’s inequality (see [9]),
thus we only need to prove the second one. Since f ◦ Φ(x) is a convex function, we have, for
arbitrary µ ∈ [0, 1], that

f ◦ Φ(µa+ (1− µ)b) + f ◦ Φ((1− µ)a+ µb)

2
≤ f ◦ Φ(a) + f ◦ Φ(b)

2
. (2.1)

Integrating (2.1) over [0, 1] and using Lemma 2.1 we have

1

b− a

b∫
a

f ◦ Φ(x)dx ≤ f ◦ Φ(a) + f ◦ Φ(b)

2
.

Remark 2.1. If f : R → R is a concave function, and Φ : I → R is a nonnegative real-
valued integrable function such that f ◦Φ(x) is also concave, then as in the proof of Lemma 2.2
we have

f ◦ Φ(a) + f ◦ Φ(b)

2
≤ 1

b− a

b∫
a

f ◦ Φ(x)dx ≤ f

 1

b− a

b∫
a

Φ(x)dx

 .
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With the help of Lemmas 2.1 and 2.2, we now turn to a prove Theorem 1.2.

Proof of Theorem 1.2. It follows from the hypothesis that f(x) and f ◦Φ(x) are both convex
functions, and Lemma 2.2 that

f

 1

b− a

b∫
a

Φ(x)dx

 ≤ 1

b− a

b∫
a

f ◦ Φ(x)dx ≤ f ◦ Φ(a) + f ◦ Φ(b)

2
. (2.2)

By assumption λ0 = 0, so

[a, (1− λ1)a+ λ1b] = [t(1− λ0)a+ λ0b, (1− λ1)a+ λ1b].

Then applying (2.2) to
[(1− λk)a+ λkb, (1− λk+1)a+ λk+1b]

for k = 0, 1, . . . , n we have

f

 1

(λk+1 − λk)(b− a)

(1−λk+1)a+λk+1b∫
(1−λk)a+λkb

Φ(x)dx

 ≤

≤ 1

(λk+1 − λk)(b− a)

(1−λk+1)a+λk+1b∫
(1−λk)a+λkb

f ◦ Φ(x)dx ≤

≤ f ◦ Φ((1− λk)a+ λkb) + f ◦ Φ((1− λk+1)a+ λk+1b)

2
. (2.3)

Multiplying each term in (2.3) by corresponding (λk+1−λk), and adding the resulting inequali-
ties, we get

n∑
k=0

(λk+1 − λk)f

 1

(λk+1 − λk)(b− a)

(1−λk+1)a+λk+1b∫
(1−λk)a+λkb

Φ(x)dx

 ≤

≤
n∑
k=0

1

b− a

(1−λk+1)a+λk+1b∫
(1−λk)a+λkb

f ◦ Φ(x)dx ≤

≤
n∑
k=0

(λk+1 − λk)
f ◦ Φ((1− λk)a+ λkb) + f ◦ Φ((1− λk+1)a+ λk+1b)

2
,

that is,

l(λ1, . . . , λn) ≤ 1

b− a

b∫
a

f ◦ Φ(x)dx ≤ L(λ1, . . . , λn),
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where l(λ1, . . . , λn) and L(λ1, . . . , λn) are defined as in Theorem 1.2.
To prove the remaining two inequalities,

f

 1

b− a

b∫
a

Φ(x)dx

 ≤ l(λ1, . . . , λn) ≤ L(λ1, . . . , λn) ≤ f ◦ Φ(a) + f ◦ Φ(b)

2
,

we use the fact that f : R → R, f◦Φ(x) are both convex functions and observe that
∑n

k=0(λk+1−
−λk) = 1. We have

f

 1

b− a

b∫
a

Φ(x)dx

= f

 n∑
k=0

(λk+1 − λk)
1

(λk+1 − λk)(b− a)

(1−λk+1)a+λk+1b∫
(1−λk)a+λkb

Φ(x)dx

≤

≤
n∑
k=0

(λk+1 − λk)f

 1

(λk+1 − λk)(b− a)

(1−λk+1)a+λk+1b∫
(1−λk)a+λkb

Φ(x)dx

≤
≤

n∑
k=0

(λk+1 − λk)
f ◦ Φ((1− λk)a+ λkb) + f ◦ Φ((1− λk+1)a+ λk+1b)

2
≤

≤ 1

2

n∑
k=0

(((1− λk)− (1− λk+1))((1− λk) + (1− λk+1))f ◦ Φ(a)) +

+
1

2

n∑
k=0

(λk+1 − λk)(λk+1 + λk)f ◦ Φ(b) =

=
1

2

n∑
k=0

((
(1− λk)2 − (1− λk+1)

2
)
f ◦ Φ(a) +

(
λ2k+1 − λ2k

)
f ◦ Φ(b)

)
=

=
f ◦ Φ(a) + f ◦ Φ(b)

2
.

Theorem 1.2 is proved.

Remark 2.2. In fact the key point of our proof only relies on Lemma 2.2, thus by the follo-
wing inequality in Remark 2.1:

f ◦ Φ(a) + f ◦ Φ(b)

2
≤ 1

b− a

b∫
a

f ◦ Φ(x)dx ≤ f

 1

b− a

b∫
a

Φ(x)dx

 ,

we have the following theorem.

Theorem 2.1. Let f : R → R be a concave function, and Φ : I → R be a nonnegative real-
valued integrable function such that f ◦ Φ(x) is also concave. Then for arbitrary n ∈ N, µ0 = 0,
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µn+1 = 1 and arbitrary 0 ≤ µ1 ≤ . . . ≤ µn ≤ 1, we have

f ◦ Φ(a) + f ◦ Φ(b)

2
≤ l(µ1, . . . , µn) ≤ 1

b− a

b∫
a

f ◦ Φ(x)dx ≤

≤ L(µ1, . . . , µn) ≤ f

 1

b− a

b∫
a

Φ(x)dx

 ,

where

l(µ1, . . . , µn) =
n∑
k=0

(µk+1 − µk)
f ◦ Φ((1− µk)a+ µkb) + f ◦ Φ((1− µk+1)a+ µk+1b)

2
,

L(µ1, . . . , µn) =
n∑
k=0

(µk+1 − µk)f

 1

(µk+1 − µk)(b− a)

(1−µk+1)a+µk+1b∫
(1−µk)a+µkb

Φ(x)dx

 .

Corollary 2.1. Let f : R → R be a concave function, and Φ : I → R be a nonnegative real-
valued integrable function such that f ◦ Φ(x) is also concave, then for arbitrary n ∈ N, µ0 = 0,
µn+1 = 1 and arbitrary 0 ≤ µ1 ≤ . . . ≤ µn ≤ 1, we have

f ◦ Φ(a) + f ◦ Φ(b)

2
≤ sup

0≤µ1≤...≤µn≤1
l(µ1, . . . , µn) ≤ 1

b− a

b∫
a

f ◦ Φ(x)dx ≤

≤ sup
0≤µ1≤...≤µn≤1

L(µ1, . . . , µn) ≤ f

 1

b− a

b∫
a

Φ(x)dx

 ,

where l(µ1, . . . , µn) and L(µ1, . . . , µn) are defined in Theorem 2.1.

3. Proof of Theorem 1.3. In order to prove Theorem 1.3, we shall need the following lemma,
which is in fact the multiplicative analogue of Chebyshev’s algebraic inequality.

Lemma 3.1. If 0 ≤ α, β ≤ 1 satisfying α + β = 1, and µi ≥ νi for arbitrary 1 ≤ i ≤ n or
µi ≤ νi for arbitrary 1 ≤ i ≤ n, then

n∏
i=1

(µiα+ νiβ) ≤ α
n∏
i=1

µi + β
n∏
i=1

νi. (3.1)

Proof. The approach we use is mathematical induction. Firstly we consider n = 2, since
0 ≤ α, β ≤ 1 and α+ β = 1, we have

(µ1α+ ν1β)(µ2α+ ν2β) = ((µ1 − ν1)α+ ν1)(µ2 − (µ2 − ν2)β) =

= µ2(µ1 − ν1)α− ν1(µ2 − ν2)β − (µ1 − ν1)(µ2 − ν2)αβ + µ2ν1 =

= µ1µ2α+ ν1ν2β − (µ1 − ν1)(µ2 − ν2)αβ.
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It follows from the hypotheses that

(µ1α+ ν1β)(µ2α+ ν2β) ≤ µ1µ2α+ ν1ν2β.

Assume that (3.1) is true for n = k, we prove that it is also true for n = k + 1. Since (3.1)
holds for n = k, we get

k+1∏
i=1

(µiα+ νiβ) = (µk+1α+ νk+1β)
k∏
i=1

(µiα+ νiβ) ≤

≤ (µk+1α+ νk+1β)

(
α

k∏
i=1

µi + β
k∏
i=1

νi

)
.

As in the proof for n = 2 we obtain that

(µk+1α+ νk+1β)

(
α

k∏
i=1

µi + β

k∏
i=1

νi

)
=

(
α2µk+1

k∏
i=1

µi + β2νk+1

k∏
i=1

νi

)
−

− αβ(µk+1 − νk+1)

(
k∏
i=1

µi −
k∏
i=1

νi

)
. (3.2)

Since the second term in (3.2) is nonpositive for µi ≥ νi or for µi ≤ νi, it follows from the
condition 0 ≤ α, β ≤ 1 that

k+1∏
i=1

(µiα+ νiβ) ≤ α

k+1∏
i=1

µi + β

k+1∏
i=1

νi

and consequently inequality (3.1) holds for n = k + 1.
Lemma 3.1 is proved.
With the help of Lemma 3.1, we now turn to a prove Theorem 1.3.

Proof of Theorem 1.3. Since f(x) is a convex function, we have

f(µx+ (1− µ)y) ≤ µf(x) + (1− µ)f(y)

for arbitrary x, y ∈ R and 0 ≤ µ ≤ 1. Putting x = detA and y = detB it follows that

f(µ detA+ (1− µ) detB) ≤ µf(detA) + (1− µ)f(detB). (3.3)

On the other hand, since AB = BA, it is known from [6] that there exists an orthogonal
matrix C such that A = CTΛAC, B = CTΛBC, where

ΛA = diag {λ1(A), . . . , λn(A)}, ΛB = diag {λ1(B), . . . , λn(B)}.

Thus
det(µA+ (1− µ)B) ≤ µdetA+ (1− µ) detB

ISSN 1562-3076. Нелiнiйнi коливання, 2014, т . 17, N◦ 4



A NEW HERMITE – HADAMARD TYPE INEQUALITY . . . 569

is equivalent to
det(µΛA + (1− µ)ΛB) ≤ µdet ΛA + (1− µ) det ΛB,

that is
n∏
i=1

(µλi(A) + (1− µ)λi(B)) ≤ µ

n∏
i=1

λi(A) + (1− µ)

n∏
i=1

λi(B).

Therefore, if the condition (i) is satisfied, we have λi(A) ≤ λi(B) for arbitrary 1 ≤ i ≤ n, and
if the condition (ii) is satisfied, we have λi(A) ≥ λi(B) for arbitrary 1 ≤ i ≤ n. Then it follows
from Lemma 3.1 that

n∏
i=1

(µλi(A) + (1− µ)λi(B)) ≤ µ
n∏
i=1

λi(A) + (1− µ)
n∏
i=1

λi(B),

which is equivalent to

det(µA+ (1− µ)B) ≤ µdetA+ (1− µ) detB.

Furthermore, since f(x) is a monotone increasing function, together with (3.3) we have

f(det(µA+ (1− µ)B)) ≤ µf(detA) + (1− µ)f(detB).

Theorem 1.3 is proved.

4. Proof of the main results. In this section, with the help of Theorems 1.2 and 1.3, we prove
our main results.

Proof of Theorem 1.4. If one of the following conditions is satisfied:
(i) λi(A(t1)) ≤ λi(A(t2)) for all i = 1, . . . , n and t1 < t2 ∈ I;
(ii) λi(A(t1)) ≥ λi(A(t2)) for all i = 1, . . . , n and t1 < t2 ∈ I,

then by Theorem 1.3 we have for arbitrary monotone increasing and convex function f(x), that
the inequality

f(det(µA(t1) + (1− µ)A(t2))) ≤ µf(detA(t1)) + (1− µ)f(detA(t2)) (4.1)

holds for any t1 < t2 ∈ I and 0 ≤ µ ≤ 1. Moreover since for any t1 6= t2 ∈ I and 0 ≤ µ ≤ 1,
we have

A(µt1 + (1− µ)t2) ≤ µA(t1) + (1− µ)A(t2).

Since A(t) : I → M+
n is a family of nonnegative definite real-valued matrices, it follows that

A(µt1+(1−µ)t2) and µA(t1)+(1−µ)A(t2) are both nonnegative definite real-valued matrices.
By [6] we have that there exists an orthogonal matrix C such that

A(µt1 + (1− µ)t2) = CTΛA(µt1+(1−µ)t2)C

and
µA(t1) + (1− µ)A(t2) = CTΛµA(t1)+(1−µ)A(t2)C,

ISSN 1562-3076. Нелiнiйнi коливання, 2014, т . 17, N◦ 4



570 XIANG GAO

where

ΛA(µt1+(1−µ)t2) = diag {λ1(A(µt1 + (1− µ)t2)), . . . , λn(A(µt1 + (1− µ)t2))},

ΛµA(t1)+(1−µ)A(t2) = diag {λ1(µA(t1) + (1− µ)A(t2)), . . . , λn(µA(t1) + (1− µ)A(t2))} .

Then it follows from A(µt1 + (1− µ)t2) ≤ µA(t1) + (1− µ)A(t2) that

CTΛA(µt1+(1−µ)t2)C ≤ CTΛµA(t1)+(1−µ)A(t2)C,

which is equivalent to

0 ≤ λi(A(µt1 + (1− µ)t2)) ≤ λi(µA(t1) + (1− µ)A(t2))

for any 1 ≤ i ≤ n. Thus

detA(µt1 + (1− µ)t2) =
n∏
i=1

λi(A(µt1 + (1− µ)t2))≤
n∏
i=1

λi(µA(t1) + (1− µ)A(t2)) =

= det(µA(t1) + (1− µ)A(t2)).

Since f(x) is monotone and increasing, it follows that

f(detA(µt1 + (1− µ)t2)) ≤ f(det(µA(t1) + (1− µ)A(t2))).

Then by using (4.1) we have

f(detA(µt1 + (1− µ)t2)) ≤ µf(detA(t1)) + (1− µ)f(detA(t2))

for any t1 6= t2 ∈ I and 0 ≤ µ ≤ 1, which implies that the function f(detA(t)) is a convex
function of t. Then by using Theorem 1.2 we have

f

 1

b− a

b∫
a

detA(t)dt

 ≤ lA(µ1, . . . , µn) ≤ 1

b− a

b∫
a

f(detA(t))dt ≤

≤ LA(µ1, . . . , µn) ≤ f(detA(a)) + f(detA(b))

2
,

where lA(µ1, . . . , µn) and LA(µ1, . . . , µn) are defined in Theorem 1.4.
Theorem 1.4 is proved.
Then we consider the quasi-Einstein metric, note that from the local coordinate formula

dV (t) =
√

det(g(t))dx1 ∧ . . . ∧ dxn =
√

det(ϕ∗(t)g(0))dx1 ∧ . . . ∧ dxn,

by using Theorem 1.4 and Jensen’s inequality for the manifold, we derive an estimate of the
volume of quasi-Einstein manifold as follows, and prove the estimate of the volume of the
quasi-Einstein metric.
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Proof of Theorem 1.5. Since g(t) is a quasi-Einstein metric, we have g(t1 + t2) = g(t2 + t1),
which is equivalent to

ϕ∗(t1)ϕ
∗(t2)g(0) = ϕ∗(t1 + t2)g(0) = ϕ∗(t2 + t1)g(0) = ϕ∗(t2)ϕ

∗(t1)g(0).

Thus we have ϕ∗(t1)ϕ
∗(t2) = ϕ∗(t2)ϕ

∗(t1) for any t1 6= t2 ∈ I. Moreover for any 0 ≤ µ ≤ 1,
it follows from the hypothesis that

ϕ∗(µt1 + (1− µ)t2) ≤ µϕ∗(t1) + (1− µ)ϕ∗(t2),

then if one of the following conditions is satisfied:
(i) λi(ϕ∗(t1)) ≤ λi(ϕ

∗(t2)) for all i = 1, . . . , n and t1 < t2 ∈ I;
(ii) λi(ϕ∗(t1)) ≥ λi(ϕ

∗(t2)) for all i = 1, . . . , n and t1 < t2 ∈ I,
as in the proof of Theorem 1.4, for the function f(

√
det(ϕ∗(t))) we have that

f

 1

b− a

b∫
a

√
det(ϕ∗(t))dt

 ≤ lϕ∗(µ1, . . . , µn) ≤ 1

b− a

b∫
a

f
(√

det(ϕ∗(t))
)
dt ≤

≤ Lϕ∗(µ1, . . . , µn) ≤
f
(√

det(ϕ∗(a))
)

+ f
(√

det(ϕ∗(b))
)

2

holds true for arbitrary n ∈ N, µ0 = 0, µn+1 = 1, 0 ≤ µ1 ≤ . . . ≤ µn ≤ 1, where
lϕ∗(µ1, . . . , µn) and Lϕ∗(µ1, . . . , µn) are defined in Theorem 1.5.

Then taking the product of this with
√

det(g(0)) and integrating we have obtain

∫
Mn

f

 1

b− a

b∫
a

√
det(ϕ∗(t))dt

√det(g(0))dx1 ∧ . . . ∧ dxn ≤

≤
∫
Mn

lϕ∗(µ1, . . . , µn)
√

det(g(0))dx1 ∧ . . . ∧ dxn ≤

≤
∫
Mn

 1

b− a

b∫
a

f
(√

det(ϕ∗(t))
)
dt

√det(g(0))dx1 ∧ . . . ∧ dxn ≤

≤
∫
Mn

Lϕ∗(µ1, . . . , µn)
√

det(g(0))dx1 ∧ . . . ∧ dxn ≤

≤
∫
Mn

f
(√

det(ϕ∗(a))
)

+ f
(√

det(ϕ∗(b))
)

2

√
det(g(0))dx1 ∧ . . . ∧ dxn. (4.2)

Since it follows from the hypothesis that f(
√

det(ϕ∗(t))) is a convex function and∫
Mn

√
det(g(0))dx1 ∧ . . . ∧ dxn = 1, (4.3)
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by using Jensen’s inequality for manifolds, we get

∫
Mn

f

 1

b− a

b∫
a

√
det(ϕ∗(t))dt

√det(g(0))dx1 ∧ . . . ∧ dxn ≥

≥ f

 ∫
Mn

1

b− a

b∫
a

√
det(ϕ∗(t))dt

√
det(g(0))dx1 ∧ . . . ∧ dxn

 =

= f

 1

b− a

b∫
a

∫
Mn

√
det(ϕ∗(t))

√
det(g(0))dx1 ∧ . . . ∧ dxndt

 =

= f

 1

b− a

b∫
a

V (t)dt

 (4.4)

and ∫
Mn

 1

b− a

b∫
a

f
(√

det(ϕ∗(t))
)
dt

√det(g(0))dx1 ∧ . . . ∧ dxn =

=
1

b− a

b∫
a

∫
Mn

f
(√

det(ϕ∗(t))
)√

det(g(0))dx1 ∧ . . . ∧ dxndt ≥

≥ 1

b− a

b∫
a

f

 ∫
Mn

√
det(ϕ∗(t))

√
det(g(0))dx1 ∧ . . . ∧ dxn

 dt =

=
1

b− a

b∫
a

f(V (t))dt. (4.5)

On the other hand, by using (4.3) we have∫
Mn

lϕ∗(µ1, . . . , µn)
√

det(g(0))dx1 ∧ . . . ∧ dxn = lϕ∗(µ1, . . . , µn),

∫
Mn

Lϕ∗(µ1, . . . , µn)
√

det(g(0))dx1 ∧ . . . ∧ dxn = Lϕ∗(µ1, . . . , µn).

Together with (4.2), (4.4) and (4.5) we obtain

f

 1

b− a

b∫
a

V (t)dt

 ≤ lϕ∗(µ1, . . . , µn)
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and

1

b− a

b∫
a

f(V (t))dt ≤ Lϕ∗(µ1, . . . , µn).

Theorem 1.5 is proved.
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