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A class of partial differential equations of evolution (stemming from the groundwater flow problems) depending on a parameter $\tau$ is studied. The existence of an open interval $\mathcal{T}^{0}$ of parameter $\tau$ and of a function $\tau \mapsto \Theta(\tau), \Theta: \mathcal{T}^{0} \rightarrow(0,+\infty)$, is proved with the property that any nonzero global solution $u: \mathbb{R}^{+} \times \Omega \rightarrow \mathbb{R}$ of the equation cannot remain nonnegative (nonpositive) throughout the set $J \times \Omega$, where $J \subset \mathbb{R}^{+}$is any interval the length of which is greater than $\Theta(\tau)$. In other words, such solutions are globally oscillatory and $\Theta(\tau)$ is the uniform oscillatory time. The interval $\mathcal{T}^{0}$ as well as the function $\Theta$ are explicitly determined.

Вивчається клас еволюційних диференціальних рівнянь з частинними похідними із параметром $\tau$, які розглядаються в задачах течї підземних вод. Доведено існування відкритого інтервалу $\mathcal{T}^{0}$ параметра $\tau$ та функиїі $\tau \mapsto \Theta(\tau), \Theta: \mathcal{T}^{0} \rightarrow(0,+\infty)$, які задовольняють таку властивість: будь-який ненульовий глобальний розв'язок $u: \mathbb{R}^{+} \times \Omega \rightarrow \mathbb{R}$ рівняння не може залишатися невід'ємним (недодатним) на множині $J \times \Omega$, де $J \subset \mathbb{R}^{+}-б у д ь-я к и и ̆ ~ і н т е р в а л, ~ д о в ж и н а ~ я к о г о ~$ перевишує $\Theta(\tau)$. Іншими словами, такі розв’язки є глобально коливними, а $\Theta(\tau)$ - рівномірним коливним часом. Інтервал $\mathcal{T}^{0}$ та функиію $\Theta$ знайдено в явному вигляді.

1. Setting up of the problem. We are interested in the hyperbolic reaction-diffusion equation

$$
\begin{equation*}
\tau \frac{\partial^{2} u}{\partial t^{2}}+2 \delta(x, \tau) \frac{\partial u}{\partial t}+L u+f(x, \tau, u)=0 \tag{1}
\end{equation*}
$$

for the function

$$
\begin{equation*}
(t, x) \mapsto u(t, x), \quad u: \mathbb{R}^{+} \times \Omega \rightarrow \mathbb{R} \tag{2}
\end{equation*}
$$

$\tau \in \mathcal{T}=(0,+\infty)$ plays a role of parameter.
Here $\mathbb{R}^{+}=[0,+\infty), \Omega \subset \mathbb{R}^{n}$ is a bounded domain (with sufficiently regular boundary), $L$ is an elliptic operator, $\delta$ and $f$ are functions satisfying reasonable smoothness, sign and growth conditions, $f(x, \tau, 0) \equiv 0$.

Throughout this paper we use the following assumptions:
Let $H=L_{2}(\Omega), V \subset W_{2}^{1}(\Omega)$ be closed, $\stackrel{\circ}{W}_{2}^{1}(\Omega) \subset V$. We identify $H$ with its dual $H^{\prime}$ and $H^{\prime}$ with a dense subspace of the dual $V^{\prime}$ of $V$, thus $V \hookrightarrow H \hookrightarrow V^{\prime}$, both embeddings are continuous and dense and we are entitled to denote the duality pairing on $V^{\prime} \times V$ by the same symbol $\langle\cdot, \cdot\rangle$ as the scalar product in $H$.
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Further, let $\ell(\cdot, \cdot)$ be a bilinear continuous $V$-elliptic form on $V \times V$. An isomorphism $L: V \rightarrow$ $\rightarrow V^{\prime}$ is defined by the formula $\ell(u, v)=\langle L u, v\rangle, u, v \in V$. The operator $L$ may be viewed also as an unbounded operator, $L: D(L) \subset H \rightarrow H, D(L)=\{u \in V \mid L u \in H\}$.

Let $\ell^{+}(u, v)=\ell(v, u)$ be the adjoint form with the analogously defined adjoint operator $L^{+}$ for which $\langle L u, v\rangle=\left\langle u, L^{+} v\right\rangle, u, v \in V$.

Let $L^{+}$possess the (so-called principal) eigenvalue $\lambda_{1}$ and associated (principal) eigenfunction $v_{1}$ which are both real, the function $v_{1}$ is bounded and positive in $\Omega$ (cf. [1, 5, 6]).

A simple example: $H=L_{2}(0, \pi), V=\stackrel{\circ}{W_{2}^{1}}(0, \pi), \ell(u, v)=\int_{0}^{\pi} u^{\prime} v^{\prime} d x, \lambda_{1}=1, v_{1}=\sin x$.
More generally: $H=L_{2}(\Omega), V=\stackrel{\circ}{W_{2}^{1}}(\Omega)$, let $A(x)=\left(a_{j k}(x)\right)_{j, k=1}^{n}$ be a matrix of functions from $C^{1}(\bar{\Omega})$, which is symmetric and positive definite uniformly with respect to $x \in \bar{\Omega}, B(x)=$ $=\left(b_{j}(x)\right)_{j=1}^{n}$ be a vector of functions from $C^{1}(\bar{\Omega}), c \in C(\bar{\Omega})$,

$$
\ell(u, v)=\int_{\Omega}(A(x) \operatorname{grad} u \operatorname{grad} v+(B(x) \operatorname{grad} u) v+c(x) u v) d x
$$

hence

$$
\begin{aligned}
L u & =-\operatorname{div}(A(x) \operatorname{grad} u)+B(x) \operatorname{grad} u+c(x) u \\
L^{+} z & =-\operatorname{div}(A(x) \operatorname{grad} z)-\operatorname{div}(B(x) z)+c(x) z
\end{aligned}
$$

2. Example of application. The problem may be considered an abstract extension of the problem studied in [12] - oscillations for an equation arising in groundwater flow with relaxation time.

A conventional form of groundwater flow equation (e. g., [11]) is obtained by means of the combination of the conservation law and the classical constitutive relation - Darcy's law. Using the Cattaneo approach [3] Bodvarsson [2] modified the Darcy law by adding a linear inertia term proportional to the time derivative of the fluid-phase flux density $w$ :

$$
\tau \frac{\partial w}{\partial t}+w=-\rho \operatorname{Kgrad} h
$$

where $h$ is the hydraulic head, $K$ the hydraulic conductivity, $\rho$ the density of the fluid phase, $\tau$ the relaxation time accounting for inertial effects. The groundwater equation assumes then the form (see [12])

$$
\tau \rho S_{s} \frac{\partial^{2} u}{\partial t^{2}}+\left(\rho S_{s}+\tau D\right) \frac{\partial u}{\partial t}-\rho \operatorname{div}(K \operatorname{grad} u)+D u=0
$$

$u$ is the hydraulic head (up to a constant), $S_{s}$ the specific storativity, $D$ a positive function of space coordinates. For another approach based on the Biot concepts see [13].

The so-called relaxation time $\tau$ is a measure of inertia effects incorporated into the final model - the flux does not start at time $t$ when the gradient is imposed but at time $t+\tau$ :

$$
\tau \frac{\partial w}{\partial t}+w \approx \tau \frac{w(t+\tau, \cdot)-w(t, \cdot)}{\tau}+w(t, \cdot)=w(t+\tau, \cdot) .
$$

3. Global solutions. We assume that functions are smooth enough to ensure the local result: for any $\left(u_{0}, u_{1}\right) \in V \times H$ the initial-boundary value problem given by Eq. (1) and by initial conditions $u(0, \cdot)=u_{0}$ and $\frac{\partial u}{\partial t}(0, \cdot)=u_{1}$ has a unique solution $(t, x) \mapsto u(t, x)$ with finite energy defined on the maximal interval, that is, $u \in C\left(\left[0, t_{\max }\right), V\right) \cap C^{1}\left(\left[0, t_{\max }\right), H\right)$.

Sign, growth etc. conditions are assumed to make it possible the extension of solutions (e. g., by the à priori estimates method). Let $\mathcal{U}$ be the set of solutions $u$ for which $t_{\max }=+\infty$ (the so-called global solutions) and $\mathcal{U} \neq \varnothing$. The next theory applies to whatever global solution $u \in$ $\in \mathcal{U}$, provided it exists, this is why we are dispensing with specifying more detailed assumptions ensuring the global existence.
4. Two fundamental auxiliary functions. Main auxiliary tools in the proof are the so-called summit function and the universal comparison function introduced in [7]. These functions proved to be a useful device in developing a new method for the study of oscillatory properties of ordinary, partial and abstract differential equations (see, e. g., $[8,9,10]$, for the idea see [4, 14]).

Let us denote

$$
\mathcal{O}=\left\{(q, p) \in \mathbb{R}^{2} \mid q>0, p>-\sqrt{q}\right\} .
$$

The set $\mathcal{O}$ is the set of couples $(q, p) \in \mathbb{R}^{2}$ for which solutions of the equation $\ddot{u}+2 p \dot{u}^{+}+q u=$ $=0, t \in \mathbb{R}$, admit positive local maxima. Here $\dot{u}^{+}(t)=\max \{\dot{u}(t), 0\}$. The summit function is a function $(q, p) \mapsto \vartheta_{p}^{q}, \vartheta_{p}^{q}: \mathcal{O} \rightarrow \mathbb{R}$, that to any $(q, p)$ assigns the first positive $t$ where the maximum of the solution satisfying $u(0)=0, \dot{u}(0)=c(>0)$ is attained (the value of $\vartheta$ is independent of $c$ ). The summit function is continuous on $\mathcal{O}$ and monotonically decreasing in each variable while the other is fixed. Its explicit form is:

$$
\vartheta_{p}^{q}= \begin{cases}\frac{\pi}{\sqrt{q-p^{2}}}+\frac{1}{\sqrt{q-p^{2}}} \arctan \frac{\sqrt{q-p^{2}}}{p}, & -\sqrt{q}<p<0, \\ \frac{\pi}{2 \sqrt{q}}, & p=0, \\ \frac{1}{\sqrt{q-p^{2}}} \arctan \frac{\sqrt{q-p^{2}}}{p}, & 0<p<\sqrt{q}, \\ \frac{1}{\sqrt{q}}, & p=\sqrt{q}, \\ \frac{1}{\sqrt{p^{2}-q}} \operatorname{argtanh} \frac{\sqrt{p^{2}-q}}{p}, & p>\sqrt{q} .\end{cases}
$$

Further, the universal comparison function $C$ is a real function $(t, q, p, n) \mapsto C(t, q, p, n)$ defined for $t \in \mathbb{R},(q, p) \in \mathcal{O}$ and $(q, n) \in \mathcal{O}$ and possessing as a function $t \mapsto c(t)=C(t, q, p, n)$ with $q, p, n$ fixed, the following properties (remember that $\dot{c}^{ \pm}=\max \{ \pm \dot{c}(t), 0\}$ ) (see Fig. 1):


Fig. 1. Universal comparison function.

$$
\begin{gathered}
c \in C^{2}\left(\left[0, \vartheta_{p}^{q}+\vartheta_{p}^{q}\right]\right), \quad \ddot{c}+2\left(p \dot{c}^{+}+n \dot{c}^{-}\right)+q c=0, \quad t \in\left[0, \vartheta_{p}^{q}+\vartheta_{p}^{q}\right], \\
c(0)=c\left(\vartheta_{p}^{q}+\vartheta_{p}^{q}\right)=0, \quad c(t)>0, \quad t \in\left(0, \vartheta_{p}^{q}+\vartheta_{p}^{q}\right), \\
\dot{c}(0)=1, \quad \dot{c}(t)>0, \quad t \in\left[0, \vartheta_{p}^{q}\right), \quad \dot{c}\left(\vartheta_{p}^{q}\right)=0, \\
\dot{c}(t)<0, \quad t \in\left(\vartheta_{p}^{q}, \vartheta_{p}^{q}+\vartheta_{p}^{q}\right], \quad \dot{c}\left(\vartheta_{p}^{q}+\vartheta_{p}^{q}\right)=-\exp \left(-p \vartheta_{p}^{q}+n \vartheta_{p}^{q}\right) .
\end{gathered}
$$

(See [7] for the explicit formula of $c$.)
Fundamental lemma. Let $q, M$ and $m$ be constants such that

$$
q>0, \quad-\sqrt{q}<m \leq M<\sqrt{q} .
$$

In other terms: let

$$
(q,-M) \in \mathcal{O}, \quad(q, m) \in \mathcal{O}
$$

Let $J \subset \mathbb{R}^{+}$be an interval of the length

$$
|J|>\vartheta_{-M}^{q}+\vartheta_{m}^{q}
$$

Then there is a constant $\varepsilon_{0}>0$ such that for any $\varepsilon \in\left(0, \varepsilon_{0}\right)$ and any interval $J_{1}=\left[t_{1}, t_{2}\right] \subseteq J$, $|J| \geq\left|J_{1}\right|=\vartheta_{-M}^{q-\varepsilon}+\vartheta_{m}^{q-\varepsilon}$ there exists a function $t \mapsto \gamma(t)$ with the properties

$$
\begin{gather*}
\gamma \in C^{2}\left(\left[t_{1}, t_{2}\right]\right),  \tag{2a}\\
\gamma>0 \quad \text { in } \quad\left(t_{1}, t_{2}\right), \quad \gamma\left(t_{1}\right)=\gamma\left(t_{2}\right)=0,  \tag{2b}\\
\dot{\gamma}\left(t_{1}\right)>0, \quad \dot{\gamma}\left(t_{2}\right)<0, \tag{2c}
\end{gather*}
$$

and satisfying the equation

$$
\ddot{\gamma}+2\left(-M \dot{\gamma}^{+}+m \dot{\gamma}^{-}\right)+(q-\varepsilon) \gamma=0 \quad \text { in } \quad\left(t_{1}, t_{2}\right) .
$$

For the proof it is sufficient to choose $\varepsilon_{0}$ such that

$$
\left(q-\varepsilon_{0},-M\right) \in \mathcal{O}, \quad\left(q-\varepsilon_{0}, m\right) \in \mathcal{O},
$$

that is,

$$
q-\varepsilon_{0}>0, \quad-\sqrt{q-\varepsilon_{0}}<m \leq M<\sqrt{q-\varepsilon_{0}},
$$

to use the fact that the function $(q, p) \mapsto \vartheta_{p}^{q}$ is monotonically decreasing in $q$ for $p$ fixed, hence, for any $\varepsilon \in\left(0, \varepsilon_{0}\right)$,

$$
|J| \geq\left|J_{1}\right|=\vartheta_{-M}^{q-\varepsilon}+\vartheta_{m}^{q-\varepsilon}>\vartheta_{-M}^{q}+\vartheta_{m}^{q},
$$

and finally to define

$$
\gamma(t)=C\left(t-t_{1}, q-\varepsilon,-M, m\right),
$$

where $C$ is the universal comparison function.
Corollary. Let $\tau>0$ be fixed. Let $q, M$ and $m$ be constants such that for

$$
\begin{equation*}
q(\tau)=\frac{q}{\tau}, \quad M(\tau)=\frac{M}{\tau}, \quad m(\tau)=\frac{m}{\tau} \tag{3}
\end{equation*}
$$

the following holds:

$$
\begin{equation*}
(q(\tau),-M(\tau)) \in \mathcal{O}, \quad(q(\tau), m(\tau)) \in \mathcal{O} \tag{4}
\end{equation*}
$$

Let $J \subset \mathbb{R}^{+}$be any interval of the length

$$
|J|>\vartheta_{-M(\tau)}^{q(\tau)}+\vartheta_{m(\tau)}^{q(\tau)}
$$

Then there exists a constant $\varepsilon_{0}>0$ such that for any $\varepsilon \in\left(0, \varepsilon_{0}\right)$ and any interval $J_{1}=\left[t_{1}, t_{2}\right] \subseteq J$ of the length $\vartheta_{-M(\tau)}^{q(\tau)-\varepsilon / \tau}+\vartheta_{m(\tau)}^{q(\tau)-\varepsilon / \tau}$ there exists a function $t \mapsto \gamma(t)$ with the properties (2) and satisfying the equation

$$
\begin{equation*}
\tau \ddot{\gamma}+2\left(-M \dot{\gamma}^{+}+m \dot{\gamma}^{-}\right)+(q-\varepsilon) \gamma=0 \quad \text { in } \quad\left(t_{1}, t_{2}\right) . \tag{5}
\end{equation*}
$$

## 5. Main results.

Theorem. Let the following assumptions be satisfied:
Let there exist nonnegative constants $\alpha_{0}$ and $\beta_{1}$ and a positive constant $\alpha_{1}$ such that

$$
\begin{equation*}
0 \leq \alpha_{0} \leq \delta(x, \tau) \leq \alpha_{1}+\beta_{1} \tau, \quad x \in \bar{\Omega}, \quad \tau \in \mathcal{T} \tag{6}
\end{equation*}
$$

Let there exist constants $f_{+}$and $f_{-}$such that

$$
\lambda_{1}+f_{ \pm}>4 \alpha_{1} \beta_{1}, \quad\left\{\begin{array}{l}
f(x, \tau, u) \geq f_{+} u, \quad u \geq 0,  \tag{7}\\
f(x, \tau, u) \leq f_{-} u, \quad u \leq 0,
\end{array} \quad x \in \bar{\Omega}, \quad \tau \in \mathcal{T} .\right.
$$
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Then there exist open intervals $\mathcal{T}_{+}^{0} \subset \mathcal{T}$ and $\mathcal{T}_{-}^{0} \subset \mathcal{T}$, respectively, of parameter $\tau$ such that for any $\tau \in \mathcal{T}_{ \pm}^{0}$ any non identically zero global solution $u \in \mathcal{U}$ cannot remain nonnegative (nonpositive, respectively) throughout the set $J \times \Omega$, where $J \subset \mathbb{R}^{+}$is any interval the length $|J|$ of which is greater than

$$
\vartheta_{-M(\tau)}^{q_{+}(\tau)}+\vartheta_{m(\tau)}^{q_{+}(\tau)} \quad\left(\vartheta_{-M(\tau)}^{q_{-}(\tau)}+\vartheta_{m(\tau)}^{q_{-}(\tau)}, \text { respectively }\right),
$$

where

$$
q_{ \pm}(\tau)=\frac{\lambda_{1}+f_{ \pm}}{\tau}, \quad M(\tau)=\frac{\alpha_{1}}{\tau}+\beta_{1}, \quad m(\tau)=\frac{\alpha_{0}}{\tau} .
$$

In other words, let $u \in \mathcal{U}$ be any global solution, then

$$
u \equiv 0 \quad \text { on } \quad \mathbb{R}^{+} \times \Omega
$$

if either

$$
u \geq 0, \quad t \in J, \quad J \subset \mathbb{R}^{+}, \quad x \in \Omega, \quad|J|>\vartheta_{-M(\tau)}^{q_{+}(\tau)}+\vartheta_{m(\tau)}^{q_{+}(\tau)} \quad\left(\text { if } \tau \in \mathcal{T}_{+}^{0}\right),
$$

or

$$
u \leq 0, \quad t \in J, \quad J \subset \mathbb{R}^{+}, \quad x \in \Omega, \quad|J|>\vartheta_{-M(\tau)}^{q_{-}(\tau)}+\vartheta_{m(\tau)}^{q_{-}(\tau)} \quad\left(\text { if } \tau \in \mathcal{T}_{-}^{0}\right) .
$$

Moreover, there exists an interval $\mathcal{T}^{0} \subset \mathcal{T}$ of parameter $\tau$ and a function $\tau \mapsto \Theta(\tau), \Theta: \mathcal{T}^{0} \rightarrow$ $\rightarrow(0,+\infty)$, such that the implication is valid:
$\tau \in \mathcal{T}^{0}, \quad|J|>\Theta(\tau) \Longrightarrow\left\{\begin{array}{l}\text { meas }\{(t, x) \in J \times \Omega \mid u(t, x)>0\}>0, \quad \text { and simultaneously } \\ \operatorname{meas}\{(t, x) \in J \times \Omega \mid u(t, x)<0\}>0 .\end{array}\right.$
In terms of [9]: for $\tau \in \mathcal{T}^{0}$ Eq. (1) is uniformly globally oscillatory with the oscillatory time $\Theta(\tau)$.

Proof. 1. For a $\tau \in \mathcal{T}$ assume that $u \in \mathcal{U}, u$ is nonnegative on $J \times \Omega, J \subset \mathbb{R}^{+}$is any interval with the length $|J|>\Theta_{+}(\tau)$, where

$$
\Theta_{+}(\tau)=\vartheta_{-M(\tau)}^{q_{+}(\tau)}+\vartheta_{m(\tau)}^{q_{+}(\tau)},
$$

$q_{+}(\tau), M(\tau)$ and $m(\tau)$ are defined as in (3) with

$$
q=q_{+}=\lambda_{1}+f_{+}, \quad M=\alpha_{1}+\beta_{1} \tau, \quad m=\alpha_{0} .
$$

We prove that then necessarily $u \equiv 0$ on $J \times \Omega$ and hence on $\mathbb{R}^{+} \times \Omega$.
2. We verify that assumptions (4) of Corollary from Sect. 4 are fulfilled. First, $q_{+}>0$ since

$$
\begin{equation*}
\lambda_{1}+f_{+}>4 \alpha_{1} \beta_{1} \geq 0 \tag{8}
\end{equation*}
$$

by (7). In the case $\beta_{1}=0$ the assumption (4) is ensured for

$$
\tau \in \mathcal{T}_{+}^{0}=\left(\frac{\alpha_{1}^{2}}{\lambda_{1}+f_{+}},+\infty\right)
$$

If $\beta_{1}>0$ it is easy to check (we repeat partly the idea of the proof from [12] for the sake of completeness) that the validity of the quadratic inequality in $\tau$

$$
\begin{equation*}
\beta_{1}^{2} \tau^{2}+\left[2 \alpha_{1} \beta_{1}-\left(\lambda_{1}+f_{+}\right)\right] \tau+\alpha_{1}^{2}<0 \tag{9}
\end{equation*}
$$

ensures that (4) is true. In view of (8) the discriminant is positive,

$$
D_{+}=\left(\lambda_{1}+f_{+}\right)\left(\lambda_{1}+f_{+}-4 \alpha_{1} \beta_{1}\right)>0
$$

and the inequality (9) holds for

$$
\tau \in \mathcal{T}_{+}^{0}=\left(\tau_{+}^{1}, \tau_{+}^{2}\right), \quad \tau_{+}^{1,2}=\frac{-2 \alpha_{1} \beta_{1}+\lambda_{1}+f_{+} \pm \sqrt{D_{+}}}{2 \beta_{1}^{2}}
$$

where the roots $\tau_{+}^{1,2}$ of the corresponding quadratic equation fulfil

$$
\tau_{+}^{1}+\tau_{+}^{2}=\frac{-2 \alpha_{1} \beta_{1}+\lambda_{1}+f_{+}}{\beta_{1}^{2}}, \quad \tau_{+}^{1} \tau_{+}^{2}=\frac{\alpha_{1}^{2}}{\beta_{1}^{2}}
$$

hence they are positive. We set

$$
\mathcal{T}_{+}^{0}=\left(\tau_{+}^{1}, \tau_{+}^{2}\right)
$$

By Corollary from Sect. 4 there exists a constant $\varepsilon_{0}>0$ such that for any $\varepsilon \in\left(0, \varepsilon_{0}\right)$ and any interval $J_{1}=\left[t_{1}, t_{2}\right] \subseteq J$ of the length $\vartheta_{-M(\tau)}^{q(\tau)-\varepsilon / \tau}+\vartheta_{m(\tau)}^{q(\tau)-\varepsilon / \tau}$ we have a function $t \mapsto \gamma(t)$ with the properties (2) and (5).
3. We use $\gamma(t) v_{1}(x)$ as a test function in Eq. (1). In virtue of (2a) and (2b)

$$
\begin{aligned}
0= & \tau \int_{\Omega}\left[\dot{\gamma}\left(t_{1}\right) u\left(t_{1}, x\right)-\dot{\gamma}\left(t_{2}\right) u\left(t_{2}, x\right)\right] v_{1}(x) d x+ \\
& +\int_{t_{1}}^{t_{2}} \int_{\Omega}\left[\left(\tau \ddot{\gamma}-2 \delta(x, \tau)\left(\dot{\gamma}^{+}-\dot{\gamma}^{-}\right)+\lambda_{1} \gamma\right) u v_{1}+f(x, \tau, u) \gamma v_{1}\right] d x d t .
\end{aligned}
$$

Estimating, for $u$ nonnegative in $J_{1} \times \Omega$, we get in view of (6), (7) and (2c) that

$$
\begin{align*}
0 & \geq \int_{t_{1}}^{t_{2}} \int_{\Omega}\left[\tau \ddot{\gamma}+2\left(-\alpha_{1}-\beta_{1} \tau\right) \dot{\gamma}^{+}+2 \alpha_{0} \dot{\gamma}^{-}+\left(\lambda_{1}+f_{+}\right) \gamma\right] u v_{1} d x d t= \\
& =\varepsilon \int_{t_{1}}^{t_{2}} \int_{\Omega} \gamma u v_{1} d x d t \tag{10}
\end{align*}
$$

4. In virtue of $\varepsilon>0, v_{1}>0$ on $\Omega, \gamma>0$ on $J_{1}=\left(t_{1}, t_{2}\right)$ and inequality (10) we get $u \equiv 0$ on $J_{1} \times \Omega$, hence (due to the unique solvability of the initial-boundary value problem) on $\mathbb{R}^{+} \times \Omega$.
5. For $u$ nonpositive the proof goes along the same lines by replacing $f_{+}, D_{+}, \tau_{+}^{1,2}, \mathcal{T}_{+}^{0}$ and $\Theta_{+}(\tau)$, respectively, by $f_{-}, D_{-}, \tau_{-}^{1,2}, \mathcal{T}_{-}^{0}$ and $\Theta_{-}(\tau)$, respectively. We set

$$
\mathcal{T}_{-}^{0}=\left(\tau_{-}^{1},+\infty\right) \quad \text { if } \quad \beta_{1}=0, \quad \mathcal{T}_{-}^{0}=\left(\tau_{-}^{1}, \tau_{-}^{2}\right) \quad \text { if } \quad \beta_{1}>0 .
$$

If $\beta_{1}=0$ we define

$$
\mathcal{T}^{0}=\left(\max \left\{\tau_{-}^{1}, \tau_{+}^{1}\right\},+\infty\right)
$$

If $\beta_{1}>0$ it is easy to verify that $\tau_{-}^{1}<\tau_{+}^{2}$ provided that $f_{-} \leq f_{+}$and $\tau_{+}^{1}<\tau_{-}^{2}$ provided that $f_{+} \leq f_{-}$. Hence, the intersection of intervals $\mathcal{T}_{+}^{0}$ and $\mathcal{T}_{-}^{0}$ is nonempty and we put

$$
\mathcal{T}^{0}=\mathcal{T}_{+}^{0} \cap \mathcal{T}_{-}^{0}=\left(\tau_{-}^{1}, \tau_{+}^{2}\right) \quad \text { or } \quad\left(\tau_{+}^{1}, \tau_{-}^{2}\right),
$$

according to whether $f_{-} \leq f_{+}$or $f_{+} \leq f_{-}$. Finally, we define

$$
\Theta(\tau)=\max \left\{\Theta_{+}(\tau), \Theta_{-}(\tau)\right\} .
$$

The theorem is proved.

## References

1. Berestycki H., Nirenberg L., Varadhan S. R. S. The principal eigenvalue and maximum principle for secondorder elliptic operators in general domains // Communs Pure and Appl. Math. - 1994. - 47. - P. 47-92.
2. Bodvarsson G. Confined fluids as strain meters // J. Geophys. Res. - 1970. - 75, № 14. - P. 2711-2718.
3. Cattaneo $C$. Sur une forme de l'équation de la chaleur éliminant le paradoxe d'une propagation instantanée // C. R. Acad. Sci. Paris. - 1958. - 247 P. 431-433.
4. Cazenave T., Haraux A. Propriétés oscillatoires des solutions de certaines équations des ondes semi-linéaires // C. R. Acad. Sci. Paris. Sér. I. - 1984. - 298, № 18. - P. 449-452.
5. $D u Y$. Order structure and topological methods in nonlinear partial differential equations. Vol. 1. Maximum principles and applications. - World Sci. Publ. Co., 2006.
6. Gilbarg D., Trudinger N. S. Elliptic partial differential equations of the second order. - Berlin; New York: Springer, 1983.
7. Herrmann L. Conjugate points of second order ordinary differential equations with jumping nonlinearities // Math. and Comput. Simul. - 2007. - 76, № 1-3. - P. 82-85.
8. Herrmann L. Oscillations for Liénard type equations // J. math. pures et appl. - 2008. - 90, № 1. - P. 6065.
9. Herrmann L. Differential inequalities and equations in Banach spaces with a cone // Nonlinear Anal.: Theory, Methods and Appl. - 2008. - 69, № 1. - P. 245-255.
10. Herrmann L. Oscillations in dissipative elastic systems // Current Themes in Eng. Sci. 2008: Selected Presentations at the WCE 2008 / Ed. by A. M. Korsunsky. - 2009. - P. 47-58.
11. Herrmann L. Hyperbolic diffusion equation // Int. Conf. Numer. Anal. and Appl. Math. ICNAAM09. 2012. - P. 1337-1340; doi: 10.1063/1.4772177.
12. Mls J., Herrmann L. Oscillations for an equation arising in groundwater flow with the relaxation time // Math. Model. and Anal. - 2011. - 16, № 4. - P. 527-536.
13. Ondovčin T., Mls J., Herrmann L. Mathematical modeling of tidal effects in groundwater // Transp. Porous Media. - 2012. - 95, № 2. - P. 483-495.
14. Zuazua E. Oscillation properties for some damped hyperbolic problems // Houston J. Math. - 1990. 16. - P. 25-52.
