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MULTILOOP TRACKING DISTANCE MEASURING DEVICE OF RADIO-TECHNICAL
TRACKING SYSTEM OF HIGH-MANAVABLE AIRCRAFTS

One of the important parameters evaluated in radio-technical systems of trajectory measurements is the dis-
tance to the tracking object. In view of the emergence of highly maneuverable aircrafts, the existing range autose-
lectors cannot effectively track the distance to such objects. Therefore, the work solves the problem of synthesis of a
multiloop distance measuring device based on the estimation of the higher derivatives of the distance to the object.
The models of the monitored and controlled processes are considered, the algorithm and the structure of the qua-

sioptimal meter are proposed.
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Introduction

One of the important parameters evaluated in ra-
dio-technical systems of trajectory measurements is the
distance to the tracking object. Due to the fact that the
operation of the distance measuring devices included in
the RTS is subject to the influence of various kinds of
interference (intentional and unintended), they usually
work in the automatic selection mode by the delay time
of the signal reflected from the object (range). There-
fore, such measuring devices are often called auto-range
providers. The essence of the range selection is to
unlock the radar receiver only at the time of the ex-
pected arrival of the signal reflected from the desired
object [1-2]. As a result of automatic selection, only the
signal reflected from the tracking object comes to the
channel of forming the range estimate. This leads to an
increase in the efficiency of range estimation compared
to measuring devices that do not use pre-selection.

Maneuvering of objects leads to an increase in dy-
namic errors, which in turn can lead to disruption of
tracking [3]. For an auto-range provider, this means that
the received signal goes beyond the strobe limits. The
expansion of the strobe, as a possible solution to this
problem is not an effective measure, since this reduces
the signal-to-noise ratio at the input of the radar re-
ceiver, there is the possibility of hitting the strobe sig-
nals reflected from other objects, which, again, can lead
to the disruption of the tracking.

The elimination of these drawbacks is possible
when expanding the vector of estimated system state
parameters and optimizing algorithms for controlling
the RTS actuators based on the extended state vector
[4-5].

Existing tracking meters are built on a single-loop
principle, when a sensing element (discriminator), a
command generator (regulator, controller) and actuators
are connected in a loop in series.

With such a scheme for constructing a measuring
device, the conditions for achieving high accuracy in
estimating the parameters of the state of a system con-
tradict the conditions of stability [6]. In addition, the
basic parameters — range and speed in existing radar
measuring devices — are estimated based on models of
uniform or uniformly accelerated motion of an object,
while modern aircraft can perform spatial evolutions
leading to the appearance of significant components of
the second, third, and fourth range derivatives [7] .

A promising direction to eliminate these disadvan-
tages of single-loop meters is the synthesis of multi-loop
tracking systems with an expanded composition of
measured parameters. In a multi-loop meter, the proc-
esses of estimating measured values and generating a
control signal are carried out separately, which increases
the stability of the distance measuring device [1; 6].

Research Objective

The aim of the work is to synthesize an optimal
multiloop regulator (ruler) of the range auto-selector to
accompany highly maneuverable aircrafts. The subject
of optimization is the process of generating gating
pulses of the rangefinder.

Synthesis of the tracking measuring device will be
performed by the state space method. At the same time,
we believe that the evolution of the controlled (required)
process of changing the range in the rangefinder con-
troller being synthesized (the vector of required states
X7 and measurements Zy(t) ) is given by general equa-

tions of the form:
X7 (t) = Ar (DX () +Cr (D& (1), )

Zp (1) = Hr (DX (0 +&,1 (1), )
where Ar(t) - dynamic matrix of the controlled proc-

ess; Cr(t) - disturbance matrix of the controlled proc-
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ess; Hp(t) - measurement matrix; Zy(t) - measure-

Eer(t) and

EzT (t) - disturbance vectors of the controlled process

ment vector of the controlled process;

and measurement noise, respectively.
The controlled process model is given by general
equations of state.

%y (0 = Ay (O, (0 + B, (D0 + Cy (V& (1, ()

Z, (1) =Hy (D%, (0 +&, (1), 4)
where A (t)

Xy (t) and measurements Z(t) as:

- dynamic matrix of the controlled proc-
ess; By (t) - control matrix; C(t) - disturbance matrix

of the controlled process; (t) - control vector; Hy(t) -
measurement matrix; Exy (t) and Ezy (t) - respectively,

vectors of disturbances and noise measurements of a
controlled process.

The task of synthesis is to determine the optimal
algorithm for calculating the vector of control actions
based on the results of observations Zy(t) and 2y(t)

constituent vectors Xt and Xy (t), which would allow
the best (optimal) way to form a controlled state Xy (1)

at the output of the controller (regulator).

The synthesis of the tracking part of the distance
measuring device and its derivatives will be carried out
based on the following assumptions and assumptions:

1) the tracking object is detected and the meter
operates in the automatic tracking mode;

2) at the input of the optimal regulator from the
temporal discriminator tracking measuring device, op-
timal estimates of higher derivatives of the range are
received. Algorithms for the formation of such estimates
are described in [5];

3) when describing the accelerated movement of
the object of tracking, we restrict ourselves to the fourth
derivative of the range [7].

Synthesis of optimal multiloop regulator

Process models: Limiting ourselves to considering
the fourth derivative of the range in the synthesis of the
optimal measuring device, the model of the controlled
(required) process system can be represented by the
equation of accelerated motion:

2
t
Do (t) = DY) (1) t+ D (t) ot

®)
= D(O3T) (t) i + Dg‘i) (t) .i’
3! 4!
where Dy, (1) - tracked distance;
D(l)(t) = DOT (t)= VoT (1) —  controlled  speed,;
D(z) =D (1) =V (t) =a,,(t) — tracked acceleration;

D) (1) = Dy (1) = Vi (1) = 8, (1) = jor (D) tracked

inversion (derivative of acceleration; rate of change of

acceleration); DE)? ()= ﬁOT (t)= jor O =we () -
tracked rate of change of the inversion;
dph, . dD,, dD2
() _ Hor -
DoT - n DOT (t) - dt ) T(t) - dt
D3 D4
D, (t) = d —; Dy, ()= d ZT - differentiation op-
dt
erators.
Let's rewrite equation (5) as:
4 3 2
B (03 + or (0 + o (0 ©
+I[OT (t)-t- I[OT ()=0
t4
and divide by —:
24
o (0 +— HOT (t) + I[OT(t) +
(7
}101“ (t) - 1 HOT (t) 0.
Equatlon (7) can be rewritten as:
Hor () +a3 (Do (0 +22(0)- Hor (0 + ®
+a (t) : HOT (t) +ag (t) ' I[OT (t) =0,
where  ag( ==, a(D=a, ay(t)=3,
t t t
4
az(t)=—
3(D) .

The equation (8), as normal, describes the model
of the process being controlled. Let's transform the
third-order differential equation into a form represent-
able in the state space, that is, we reduce it to form (1).
To do this, let's introduce the notations:

HOT (t) = I[orl (t) 5

ZIOTI (t) =Hora (V)

HOTZ () = Hor3(t) 5

i[oT3 (t) = I[OT4 (t) 5

Z[OT4 (t) =43 (t) : ﬁOT (t) —aj (t)- ZIOT (t) -

-4 (t) ' Z[oT (t) —4y (t) : I[o’[ (t)

Taking into account the introduced notation, a

fourth-order differential equation (8) can be represented

as a system of first-order equations written in vector-
matrix form:

Aot ®] | 0 1 0 0 | on(®
Hora (1) 1o 0 1 0 |l [Hor2(®) ©)
s | 0 0 01 ()
o] 720 =) =) —azO)]f |Hoa(t)

or Tl () = Ay (- Jlor (1), (10)
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Hor () = Hor (0 Aor () Ao (0 Hor (0] -
state vector of the controlled process (vector of phase
coordinates).

The controlled process takes place against the
background of noise exposure (measurement noise, ex-
ternal disturbances affecting the aircraft), therefore, the
noise component must be included in equation (10).
Moreover, when solving a problem in a Gaussian for-
mulation, (10) is converted to the form:

ﬁoT (t) = AOT (t)'ﬂOT (t)+C0T (t)'éﬂoT (t) ) (1 1)
where €11 () =[Eor1 (1) Eqra (D) Egra (D) Eqra(D] -

disturbance and noise vector of measurements of the
controlled process, described by centered Gaussian
noises with a known matrix of single-sided spectral den-

where

sities Gop 3 Cor()=[1111]" - disturbance matrix of

the controlled process 4x1 .

The model of the controlled process of the synthe-
sized regulator must ensure the stable control of the
actuators. For linear stationary systems or processes (3)

in which control signals u; (i=1,_r) do not exceed

some acceptable values U the criterion of control-

o1 i

lability is determined by the relation [8]:
2 -1
rank[By |AyBy|AyBy‘... A By] —n, (12)

where n - dimension of the state vector iy

systems
(number of controlled phase coordinates).

Criterion (12) allows determining the minimum set
of control signals for targeted change of all system state
variable To fulfill condition (12), it is necessary that in
all groups of functionally related phase coordinates at
least the highest derivative be controlled [8]. In the fu-
ture, the framework for using this assumption should be
checked at the stage of modeling the operation of the
synthesized controller.

For the range measurer, the control device is the
gate arrangement device. The delay time of the strobe
relative to the probe pulse is determined by the expected
delay time of arrival of the reflected pulse. With these
comments, the model of the controlled process can be
represented by the equation:

2 3
_ (M (2) t 3) t
Ay (1) =y (1) - t+ 1y (t)'2_1+ﬂy (t)'§+
4 (13)
t
+ﬂ(y4)(t)';+bj(t)'uj(t),
where u i (t) - loop actuating signal; b j(t) - efficiency

factor of control signal. Here, the index "y" denotes the
controlled range and its derivatives.

By analogy with the controlled, the controlled
process model can also be reduced to the form (3) state-
space description:

Ty ()= Ay (0)-Fy (04 By (0 Upgy (6 +C (0)-Ey (1),(14)

where [, (1) =[Zly () Iy (1) Ay (®) 0] - state

vector of the controlled process;

0 1 0 0
A, (t)= 0 : - dynamic
Y 0 0 0 1
—ag(t) —ap(t) —a(t) —az(t)
matrix of the controlled process;
ﬁﬂy (t)=[0 0 0 uy (t)]T - control vector;
0
0 .
By (t)= 0 - control matrix;

Eny(D=[E,1 () &ya(D) Ey3(D) Eya(D]' - vector of
disturbances and noise measurements of a controlled
process, described by centered Gaussian noises with a
known matrix of single-sided spectral densities Gy ;

C, =11 1]T - disturbance matrix of a controlled

process 4x1 .

The general form of the equations of observation
for monitored and controlled processes, in the case of
Gaussian disturbances, corresponds to (2; 4). With the
selected models of the state of the monitored and con-
trolled processes, measurements should ensure obser-
vance of observability criteria [8—10], analysis of which
shows [11] that, in general, with an increase in the num-
ber of gauges (observers), observability improves. Sup-
pose that in both the controlled and the controlled proc-
esses all phase coordinates are observed independently.
Then the processes are absolutely observable, and the
measurement matrices in equations (2; 4) take the form
of diagonal unit matrices:

1 000
H, (t)=H (t):0 Lo 0. (15)
y or 0010

00 01

Evaluation of the state vector of the controlled
process f[OT (t) generates a discriminator, and informa-
tion about the state vector of the controlled process
f[y (t) can be obtained at the output of the range finder.

The final form of the observation equations for the
controlled process:

EOT (= HOT (t) 'IIOT )+ CPIOT (t) '%I/IOT (t), (16)
and controlled process:
Zy()=Hy(0)- Ay () +Cpy ()-8 (1), (17)

where EI/IOT (t) = [gnoﬂ (t) E.»I/IOTZ (t) EJI/IOT?J (t) §HOT4 (t)]T >
Sy (D =[Ey1 (D) Euya (D) Ey3() Euya(OTT - the
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measurement noise vectors of the monitored and con-
trolled processes described by centered Gaussian noises
with known matrices of single-sided spectral densities
Geuor and Geyy respectively;
Cior(D=Cpy () =[111 1]T - disturbance matrix of the

monitored and controlled processes 4x1, respectively.
Compensator design.

Let's assume the state of the synthesized regulator
as generalized state vector J(t) = [f[IT (t) f[g (t)]T .

Then his model in the state space will be described by
the matrix equation:

OEFXORIORS JORVOECORONINIL)
A (0} (0]
where A= " ', B=|.’|, é:éOT ,
0, Ay B, ﬁy
COT 04 .
C= , O; - zero matrices of the correspond-
05 C,

ing dimensions i=1,5. Hereinafter, to simplify re-
cording, time dependence is omitted.

In [8], it was shown that for the system described
by (18) when optimizing for the minimum of the local
quadratic quality functional, the optimal control algo-
rithm should give the following value of the control
vector:

U=K"BJ -Q[%,—%,]. (19)
where
i di2 D13 Y4
Uqu,szu,Q: d21 922 923 924 ,
431 932 933 934
d41 d42 943 Y44
dn m - penalty coefficients for tracking accuracy on the

corresponding phase coordinate (n,m = 1,4 ); k, - pen-

alty factor for the amount of control signal.
L a L. e T
that Xy - I[y - [I[y Hy I[y Hy] >

Xor :fLOT =[Ao; Z[OT f[OT ﬂOT]T and substituting

Given

everything in (19) we get:
b q ~ N b q 2 2
w = wodl [I[OT_IIy]+ w242 [ﬂOT_Hy]"‘
k, k,

b a a b A
+ﬂ[ﬂm _ﬂy]+ﬂ[ﬂm ~Jiy1=
ku ku

= KAAT + KAAfT + KAAS + KA,
AH:IA[OT_IA[}M AﬂzﬂoT_Hya

Al = f[OT —f[y, Al =TT, —ﬁy - tracking error in

(20)

where

range and corresponding range derivative; KH, K",
KA, K? - the gains of the corresponding errors.

From (20) it is clear that for the functioning of the
synthesized regulator, optimal estimates of the vectors

are needed [, , f[y. The first vector estimates are

generated by the discriminator measuring device. To

obtain vector estimates fly need to synthesize a sepa-

rate filter.

To evaluate the process given by equation (14) in
the presence of observations (17), in practice, the Kal-
man estimator optimal linear filtering is often used.

Kalman estimator allows you to form an optimal
estimate by the criterion of minimum variance

M{([, - f[y)(f[y —ﬁy)T} according to the algorithm

[8; 12]:
fly =Ay 'f[y +By ‘ﬁlly +Ky (7 _H'ﬁy) ., (2D
K, =2RH'Gf,,, (22)
R=A R+RAJ -2RH'G, HR +0,5G,, 23

R(0) =Ry,
where R - covariance matrix of filtering errors, which
determines the potential accuracy of estimation.

The block diagram of the measuring device (fig. 1)
is obtained on the basis of the initial equations of the
monitored and controlled processes, the law of optimal
control and the optimal estimation of phase coordinates
during optimization by the quadratic criterion. In the
picture: ITPM — receiver; JI — discriminator; YPC — gate
arrangement device.

Uﬂ[’,’l
Uﬂ”‘w l
MPM i
Uer Ao R R A
a, A, @
=™ B
5" ounbtp [Z
YPC |4, ,
N KanmaHa l?,
A, 4,
—»

@

PerynsTtop

1, 4,00 RO) G,

Ynpasutenb

A0) ) [©) H©)

Fig. 1. Multiloop block diagram of a quasi-optimal
tracking distance measuring device
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The synthesized distance measuring device is a Conclusion
multidimensional non-stationary multiloop system.
Multidimensionality is due to the use of several meas-
ured system state variables. Some state variables are

A quasi-optimal distance measuring device was
synthesized in the paper, which takes into account the
appearance of higher derivatives of a range of inten-
3 sively maneuvering aircraft.
the control signal ([, /T, 1 ). The nonstationarity of the To increase stability in the meter used multi-circuit
system is due to the use of variable gain factors in the design prineiple_ Separately Synthesized are the phase
coordinate measurement loop (discriminator), the con-
trol loop (controller - ruler - gate device - Kalman esti-
mator - regulator) and the loop of controlled phase co-
ordinate estimation (Kalman estimator).

passed to the user (JI, /1), and part is used only to form

Kalman filter K, of residuals Ey -H- f[y, the value of

which can vary from the highest values (for testing the
initial discrepancy) to the smallest (to ensure maximum
accuracy of estimation), as well as the non-stationarity

of the coefficients of dynamic matrices tracked A,

and controlled A, processes.
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00 Cynpoeoodcysanozo o6'ckma. Y 383Ky 3 nos6010 BUCOKOMAHeSpeHUX NiManbHUX anapamis iCHyIOYi asmocenekmopu
danvHOCMi He MOXCYymb egheKmugHo iocmedicysamu 0anvbHicms 0o makux o0'ekmis. Tomy 6 pobomi eupiuyemvcs 3a60anHs
cunmesy 6a2amoKOHMYPHO20 BUMIPIO8AYA OATbHOCI HA OCHOGI OYIHIBAHHA SUWUX NOXIOHUX 3MIHU OanbHOoCcmi 00 00'ekma.
Posensinymo moodeni i0cioko8yeMo20 i Kepo8ano2o npoyecis, 3anpoOnOHOBAHUL AOPUMM i CIPYKMYPA KEa3ionmuMaibHO20
sumiprogaua.

Knrwouosi crnosa: éucoxomanespeni 1imanvhi anapamu, euUMipiogay OAIbHOCHI, W0 CIIOKYE, A8MOCENeKMOp OAlbHOC,
CUHme3 pezynamopa UMIpIo6aya OanbHOCMI.

MHOIOKOHTYPHbIW CNEQALWMA USMEPUTENDb AANBHOCTU PAOUOTEXHUYECKOW CUCTEMbI
COMNnPOBOXOEHUA BbICOKOMAHEBPEHHDBIX JIETATEJIbHbIX AMMNAPATOB

Pangsan Myxamen XKasan Kagum

OOHUM U3 BAICHBIX NAPAMEMPOS, OYEHUBAEMBIX 68 PAOUOMEXHUYECKUX CUCIEMAX MPAEKMOPHbIX UMepeHUll, A6Aencs
O0abHOCb 00  CONPOBONHCOAEMO20 0ObeKma. B ¢6a3u ¢ NOAGIEHUEM BbICOKOMAHEBDEHHbIX NeMAMeNbHbIX ANnnapamos
cywecmsyowie A8mocesieKmopvl OATbHOCHU He MO2Ym 9(DOeKmMUsHO OmCcaeHcusams OaibHOCHb 00 MAKUX 00beKmos.
Tlosmomy 6 pabome pewaemcs 3a0a4a cunmesa MHOLOKOHNYPHO20 UBMeEPUMENs OAIbHOCIU HA OCHO8E OYEHUBAHUS BbICUUUX
NPOU3BOOHBIX USMEHEHUsI OaNbHOCmU 00 00vekma. Paccmompenvt MOOenu Omcaeicusaemozo u Ynpasiiemozo npoyeccos,
NPeonodiceH aneopumMm u CIMpyKmypa K6asuonmumMaibHo20 UsmMepumensi.

Knrouesvie cnosa: svicokomanespennvie iemamenvHvle annapamyl, Cie0awuil usmepumens OaIbHOCMU, A8MOCENEKMOp
O0anbHOCMU, CUHMES PEYIAMOPA USMEPUMEINS OANbHOCHI.
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