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ADAPTED NEURAL NETWORK OF INFORMATION SUPPORT SUBSYSTEM

Safety of human life, the safety of his material values are main priorities in modern society. Objects of critical
infrastructure are in a special risk zone. Accident statistics for them has remained high in recent years. Increased
risk and a large number of incidents, including abroad, emphasize the relevance of this problem. An adapted neural
network has been proposed for monitoring the situation at a railway crossing and informing the train driver of
information about unexpected obstacles through the subsystem of information support in order to reduce the
likelihood of an accident or reduce the severity of its consequences. Images from a railway crossing video
surveillance camera are obtained. The results of neural network training and modeling using image data are given.
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Introduction

Problem statement and analysis of recent re-
searches and publications. Video surveillance is wide-
ly used to monitor the state of various objects in modern
information support subsystems. This type of control
requires constant increased operator attention. The hu-
man factor often leads to abnormal situations. The anal-
ysis of statistical data [1-4] showed that regardless of
the difference in the level of technical equipment of
Ukrainian railways and foreign countries, the number of
accidents in railway transport remains high. In Ukraine,
a large proportion of accidents occur at level crossings,
with the number of fatal accidents increase every year.
First of all, this is due to the lack of regulation at most
level crossings. Out of 4945 railway crossings in
Ukraine, only 1262 are equipped with automatic devices
[5]. Some crossings are equipped with video recording
systems of accidents, but this does not increase the level
of safety. Analysis of recent achievements and publica-
tions has shown that at present a lot of attention is being
paid to issue of video monitoring of critically dangerous
objects. Therefore, the problem is relevant. The need for
video surveillance at railway crossings with automatic
integration into the traffic control system is emphasized
to prevent accidents and reduce their severity through
early warning of unexpected obstacles in [6-7]. The
information support subsystem provides automated train
operation and control, combined with the detection of
obstacles to improve the protection of railway crossings.
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The information support subsystem may limit and pre-
vent collision damage. To solve such problems, innova-
tive technologies are used, such as neural networks [8—
9]. In addition, the automated method of video control
eliminates the human factor, improves the reliability and
quality of control, and provides additional features.

Purpose of the article. In order to inform the train
driver through the information support subsystem, it is
proposed to perform video monitoring using a neural
network to determine abnormal situations to analyze
and control the situation on the critically dangerous sec-
tions of the railway.

Exposition of basic material

Neural networks (NN) are currently widely used to
solve problems of recognition or classification of im-
ages. There are a large number of different types of NN,
and each has its own characteristics. Convolution neural
networks (CNN) are the most promising and popular at
the moment for working with images. CNN provides
invariance to zoom, rotate, shift and spatial distortion of
images. Among their advantages, one can also empha-
size the best characteristics in terms of accuracy and
speed of algorithms for determining objects in an image
[10].

The CNN model (fig. 1) consists of three types of
layers: convolution layers, sub sampling layers, and
output layers (perceptron).

{C2) 6 feature maps
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Fig. 1. Model of convolutional neural network
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The convolution and sub sampling layers, being
interconnected, form the input feature vector for the
output multilayer perceptron [11]. The number of pairs
of convolution and sub sampling layers depends on the
dimension of the input image and on the number of lo-
cal receptive fields.

The architecture of CNN can vary depending on
the task by changing the number of layers, their sizes,
the number of maps with characteristic features for each
layer, etc. To solve the problem of recognizing an ex-
traneous object at a railway relocation, the following
architecture of a CNN was proposed. Adapted NN con-
sists of 4 convolution layers, 4 sub sampling (fig. 2).
Adaptation consists in choosing the number of layers of
convolution and subsample, as well as the type of the
convolution kernel and the size of the kernel of the sub-

Input image
640*480

T

Convolutional layer
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Sub-sampling layer ~ Convolutional layer
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Sub-sampling layer
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sample layers. For each layer, kernels of a selected op-
timal size are used. At the beginning of processing, the
image has a large redundancy due to its size of
640*480, therefore, to reduce the dimension, it is advis-
able to use a large receptor area. In this network, for the
first convolution, three filters with a 13*13 core are
used, therefore the first layer of convolution consists of
three feature maps. Filters of the first convolution layer
exhibit basic level properties, such as boundaries and
curves, therefore maps of characteristic features of the
first convolution layer show areas where the probability
of the presence of curves and boundaries is high. In or-
der not to increase computational complexity, this archi-
tecture uses 3 feature maps on the first convolution layer.
An example of processing a fragment of an image with
two different convolution kernels is showed in fig. 3.

Output multilayer

Sub-sampling layer perceptron

Core 2%2

Sub-sampling layer
Core 2%2

Convolutional layer Convolutional layer
Core 5*5 Core 5*5

AT

Fig. 2. Architecture of the adapted neural network

Fig. 3. Example of image processing
by convolution cores

Card size is calculated according to the following
formula:
(Wid, Hig) = (ImWid - CorWid +1,Im Hig - CorHig +1),
where Wid, Hig — respectively, the width and length of
the card; ImWid , Im Hig — respectively, the width and
length of the input image; CorWid , CorHig — width

and length of the convolution core.

The scalar result of each convolution falls on an
activation function, which is an arbitrary non-linear
function. In the work, such nonlinear functions as hy-
perbolic tangent, cigmoids, ReLU (rectified linear unit)
and Leaky ReLU [12] were investigated. As a result, it

was concluded that the use of Leaky ReLU activation
function (expression (1)) made it possible to speed up
the learning process by simplifying the calculations.
0.01x, if x<O0;
f(x) = { )

x, if x>0.

It is proposed to normalize the input data in the
range from O to 1. The normalization function is repre-
sented in expression (2).

L jc —min
S (pie, min, max) = PEETminS @)

where pic — pixel color value, min — minimum color
value (0), max — maximum color value (255).

In the subsample layer, the dimensionality of the
maps of the previous layer is reduced. The attribute map
is divided into cells of the corresponding dimension,
from which the maximum values are selected. In this
layer, the RelU activation function and the MaxPooling
operation as the maximum selection are used. An exam-
ple of a subsample is shown in fig. 4.

Fully connected layer consists of 462 neurons.
Output layer Y contains one neuron. The signal from the
source neuron corresponds to the following situations:
1) 1 — the crossing is free; 2) 0 — an obstacle was de-
tected at the crossing. Moreover, the smaller the value at
the neuron output, the larger the size of the obstacle.

This NN is trained by the method of rotational er-
ror propagation [13—14]. Means of measuring the qual-
ity of recognition is proposed to use the function of the
meanvalued error [14], expressions (3—4).
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Fig. 4. Image processing in the subsample layer
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where E¥ — recognition error for p-th study pairs, D? —
the desired value of the output signal of the network,

M (Z P, W) — the output of the network, which depends

on the p-th input and weight coefficients, which in-
cludes convolution kernels, displacement, weighting
coefficients of the layers of the neurons.

Images of the railway crossing, which were ob-
tained from the video camera in different external condi-
tions, were used for the training of the NN. In general, 10
images of free crossing were used during the training. It
was also found that image discrepancies are lost during
the day and night when converting a color image into
black and white (grayscale), (fig. 5). The training phase
ranges from 1 to 10 hours depending on the number of
educational images and the specified recognition error.

Fig. 5. An example of free crossing training images

After the training phase, testing of the NN was per-
formed using images that reflect the real situations that
arise during the crossing. Fig. 6 shows an image on
which there are obstacles, and Fig. 7 shows the image in
winter. As a result of NN operation when submitting
images to the camera from the surveillance video, the
following is set. The NN output value is fixed > 0.91 if
there are no obstacles on the crossing, regardless of the
time of day or the seasons. If there is any obstacle on
the crossing, the value of the NN output is < 0.65.

The processing time of the input image is <1 sec-
onds.

NN -~ —~

Fig. 7. An example of free crossing in winter image

Conclusions

According to the analysis of statistical data on the
number of accidents at level crossings, the relevance of
taking measures to improve traffic safety in these areas
has been substantiated. The intellectual system for
monitoring the state of dangerous sections of railway
tracks has been further developed. It differs from the
known ones by using the adapted neural network archi-
tecture, which made it possible to increase the accuracy
and reduce the time to identify dangerous situations and
to increase the level of safety at certain dangerous areas.
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AOANTOBAHA HEMPOHHA MEPEXA NIACUCTEMU IHPOPMALIMHOIO 3ABE3MNEYEHHSA
C.I'. Cemenos, O.B. Jlinuanceka, M.B. Jlimuancekuii

bBesnexa scummeoisnonocmi 100uHuy, 36epedxcents ii mamepianvHux yinHocmell € OOHUM 3 OCHOBHUX Npiopumemis & cy-
yacnomy cycninbemsi. Haiibinouwiomy pusuxy niooaiomuscs 0b'ckmu kpumuunoi ingppacmpykmypu, naozeuyaiini nooii Ha aKux
Maroms cepliosHi HACTIOKY, Y MOMY Yucii i3 atoocokumu dcepmeamu . Ha npomazi ocmannix poxie cmamucmuxa Ha036U4aAtiHUX
nooitl Ha 3aNi3HUYHUX nepeizoax Kk 6 YKpaini, max i 3a KOpOOHOM 36epicaemvbCsi HA GUCOKOMY PIGHI, W0 NIOKPECIIOE KMy alb-
Hicmb Oanoi npobaemu. Benuxa kinbkicms npucoo nog’s3ana Hacamnepeo i3 NIOGUWEHUM DUSUKOM BUCOKOMEXHOJOSIYHUX
06°exmie ma HAsBHICMIO I00CKO20 hakmopy. ¥ cmammi npononyemuscst 3a 00ROMO2010 a0anmoganol HeuponHoi mepedici nio-
suwuUmMU pigeHb 6e3nexu Ha Hebe3neuHux OLIAHKAX 3ani3HUyi yepes niocucmemy iH@OpMayitino2o 3abesnedenHs Mauunicma
noizoa. Lla cucmema dozeonse suasumu nebesneuni cumyayii' y 6ueiioi Hecnooi8aHux nepewKoo Ha 3aLisHUYHOMY nepeizdi, no-
gi0OMUMU MAWUHICIA NOI30a MA YHUKHYMU A8apii abo 3meHuumuy ceplio3nicms ii HACIIOKI6 3a60AKU 3A64ACHOMY 2ATIbMYBAHHIO
i 3HUIHICEHHIO WeuOKOCcmi. [{ia supiwenns nocmaenenoi 3aoaui oyna oopana 32opmanbha HEeUPOHHA Mepedica yepe3 c0i nepesazu
nepeo iHWUMU BUOAMU WMYYHUX HeupoHHux mepedc. CKaaonicmy il 6UKOPUCTNAHHA NOs2AE Y NIODOPI 8enuKol KintbKocmi 3MiH-
HUX napamempie ma HALAUWIMY8anHi pobomu mepexci 015 UPIUEeHHs KOHKPEemHOI 3a0aui po3ni3HABAHHS HAABHOCMI NePeuKoou
Ha 3AI3HUYHOMY nepei30i y Pi3Hi nopu POKY npu Pi3HUX NO20OHUX YMOSAx ma yaci 0obu. Peanizyeamu dawny 3adayy HeoOXioOHO 075
KOHKPEMHUX 00UUCTIOBANLHUX NOMYHCHOCEN. 3aNpONnoOHO8aHA a0anmoeana 00 0coOIU8oCcmell CHOCMEPEeXHCy8ano2o 00'ckma Heli-
poHa mepedica, Ol IKOI MAKCUMAIbHO eQeKMUGHO GUHAYEHI MAK Napamempu, siK KLIbKICMb wapie, posmipHicms s10pa 320pmxu
07151 KOJHCHO20 3 WAPI6, KIMbKICTb A0ep Ol KOXCHO20 3 Wapig, KPOK 3Cy8y A0pa npu 06pobyi wapy, HAsA8HICMb wapié niosudipxi,
CMYNiHb 3MEeHUEeHHs POSMIDHOCTI, (DYHKYIL NO 3MEHUEHHIO POIMIPHOCTI, (DYHKYIA aKmMuéayii HellpoHis, HaaeHicmb | napamempu
BUXIOHOT NOBHO38 A3HOT HElPOHHOL Mepedci Ha 6Uxodi 320pmanvHoi yacmunu. Haeedeno pezynvmamu HaguauHs i MOOETOBAHHS
pobomu HelpoHHOT Mepedici No 300PaANCeHHAX, OMPUMANHUX 3 KAMePU GI0e0CNOCMePediCeH s HA 3aNi3HUYHOMY nepei3oi.

Kniouosi cnoea: 3copmanvha neliponna mepeica, sioeocnocmepedicents, ingpopmayiiine 3a6e3neuenns, 6enexa pyxy.

AOANTUPOBAHHASA HEUPOHHASA CETb NOACUCTEMbI MH®OPMALIMOHHOIO OBECIMEYEHUA
C.I'. Cemenos, O.B. Jlunuanckas, M.B. JIumyanckuii

Bezonacnocms srcuzHedesmenbHOCmu 4ei06eKd, COXPAHHOCHb €20 MAMepUaIbHbIX YeHHOCMell 18ISIeMCsi OOHUM U3 OCHOBHBIX
npuopumemos 8 coepemeHHomM obwecmge. B 0coboil 30He pucka Haxoosmcs 06beKmvl KPUMUYecKou UHGPACmpyKnypol,
CMAMUCMUKA NPOUCUECBULL OISl KOMOPbIX COXPAHAEMCsl HA 8bICOKOM YPOBHe HA Npomsdicenuy nocieonux nem. Iosvluennoiil
PUCK U 60ObUIOe KOIUHECTIBO NPOUCWUECMEUL], 8 TOM Yucie U 3a pybedcoM, noOYepKUueaom aKmyaibHOCHb OaHHOU Npooiembl.
Tpeonoocena adanmuposanias HeUPOHHAsE cemb OJisi KOHMPOJISL CUMYAYUU HA JHCENe3HOOOPONICHOM nepee3de U UHGOPMUPOSAHUs
uepez noocucmemy UHGOPMAYUOHHO2O 0becneyenss MAUUHUCMA Noe30d 0 HEOJICUOAHHBIX NPEensMCMEUsX C YEeblo CHUICCHUsL
8epOAMHOCIU asapuu Iub0 yMeHbuleHUus. cepbe3nocmu ee nocieocmsuil. Ilpugedensvt pesynomamsl 06yueHuss U MOOEIUPOBAHUs
pabomvl HeUPOHHOU cemu no U30OPANCEHUAM, NOTYHEHHBIM C KAMEPbL 6U0COHAOTIOOCHUsL HA JHCENE3HOOOPOICHOM nepeesoe.

Knrwuesvie crosa: bezonacnocms 08udicerus, UHPOPMAYUOHHOE 0becneyeHue, GUOeOHADNI0OEHIe, C6ePMOYHAs HeUPOHHAS
ceme.
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