Mincsy3ziecokuii 30iprux "HAYKOBI HOTATKH". Jlyyvk, 2018. Bunyck Ne 64 57

UDC 681.3.093:044.3
D.O. Zuev, E.V. Dos, A.V. Kropachev, O.V. Babkin, 0.0. Varlamov
MODELING AND CONTROL OF DATA CENTER POWER CONSUMPTION MINIMIZATION
STRATEGIES

Urgency of the research. Optimization of data center power utilization by getting a proper proportion of computing
and cooling power consumption reducing as an important problem of modern engineering science was discussed. It was
shown that energy-efficiency constraints problem as a main limiting factor for data centers performance can be solved by
thermal modeling and control solutions development.

Target setting. Recent studies analysis shows that hybrid cooling solutions which nowadays widely used in a data
centers require to provide analysis of virtual machines structure organization and utilize higher cooling capability due to the
high operating temperature of active servers.

Actual scientific researches and issues analysis. Thereby it is necessary to develop computational and cooling power
consumption optimization solution for hybrid cooling architecture. It will allow to achieve overall power loss minimization
with satisfying of service-level agreement requirements.

Uninvestigated parts of general matters defining. For determination of chillers work schedule it is necessary to
estimate power consumption of datacenter, cooling mode transition overheads, number of servers, virtual machines and its
placement.

The statement of basic materials. There were compared three cooling mode solutions for data centers: fixed
temperature regime, P-adaptive regime and PT-adaptive regime. Fixed temperature regime as conventional cooling mode
which uses free cooling only when output temperature is lower than pre-defined temperature was proved to be inefficient
while P-adaptive regime and PT-adaptive regime was proved to be preferable ones.

The research objective. Proposed solution significantly extends the usability of free cooling for data centers, while it
takes into account climate condition, servers’ workload, server room’s temperature profile and server cooling architecture.

Conclusions. Therefore developed model of cooling mode efficiency estimation allowed recommending PT-adaptive
regime as adaptive mode which jointly optimizes the power consumption and transition overhead.

Keywords: data center; power consumption; virtual machine; free cooling mode; electrical cooling mode; fixed
temperature regime; PT-adaptive regime.

A.0. 3yes, €.B. [loc, A.B. Kponayos, O.B. ba6kin, 0.0. Bapiamos
MOIEJIOBAHHS TA YIIPABJIIHHSA CTPATEI'TSIMUA MIHIMI3AILLIL
EHEPT'OCIIO)KUBAHHS HEHTPY OBPOBKH JAHUX

Axmyanvnicmo memu 0ocniodycennn. 0Q62060peno memoou onmumizayii UKOPUCHAHHA EHEP2OCHONICUBAHHA
uenmpie 00pOOKU OAHUX WIAXOM GUBHAUEHHA HAIEHCHUX NPONOPUIN MIDIC 6UMPAMAMU HA CUCHEMY OXO0N00)CEHHA mda
00UUCTIINBANIbHY cUCMEM), W0 HA CbO200HIWHIIL 0eHb € 8AXNCIUBOI0 NPOOSIEMOI0 [HIXHCeHepHOT HayKu ma ingopmayilinux
mexnonozii. Ilokazano, w0 npoonema oOmexiceHHA eHepzoeheKMueHOCHI AK OCHOBHO20 00MeHCY8aANbHO20 hakmopa 0
Ppobomu yenmpie 06pOOKU OAHUX MOIHCE OYMU BUPILIEHA WAXOM PO3POOKU MEPMIYHO20 MOOENII8AHHA MA YRPAGIIIHHA .

Ilocmanoexa npoonemu. Ananiz cyvyacnux 00cnidxceny y Oaniili 2any3i noxkazae, wio 2iOpuOHi 0X0N00X4#Cy8aIbHI
Ppienns, AKi Cb0200HI WUPOKO BUKOPUCHOGYIOMbCA 8 UEHMPAxX 00pOoOKU OaHuxX, 6UMA2AIOMb GU3HAYEHHS ORMUMATLHOT
Op2anizayii KOMRAeKcy GIpmMyanbHUX Mauwiun i 3aCMOCY8aAHHA Oinbul e)eKmUGHOI cucmemu 0Xo0n00)CeHHA y 36’°A3KYy 3
GUCOKUM PiGHeM POOOUOi memnepamypu aKmueHuUx cepeepie.

Buoinenna mnedocnioscenux uwacmun 3acanvnoi npoonemu. Takum uyunom, Oyna nokazama HeoOXiOHICMb
PO3poONenHa piuieHHA O OnMuMi3ayii GUKOPUCMARHA 00UUCTI0BANbHOI cucmemu ma 2iOpuoHoOi cucmemu 0X0100M4CeHHA.
ILle o0o0360na€ Oocaemu minimizayii 3azanvHoi empamu NOMYHCHOCMI 3A0080bHAIOYU GUMOZU 00 Y200U RPO pieeHb
00cnyzo8ysanns yenmpy 00pooKu Oanux.

Ilocmanoexka 3aedannsn. 3anpononoeame piuieHHA 3HAYHO POUIUPIOE 3PYUHICL O0XO0N00MHCEHHA ONA UeHmPIE
00podKU Oanux, 6paxoeyrouu KiiMamuyHi yMoeu, HAGAHMANCEHHA cepeéepis, MeMnepamypHuil pexcum cepeepa ma
apximeKmypy cucnemu 0Xo07100M4ceHHs cepeepa.

Buknao ocnoenozo mamepiany. bByno npoeedeno nopiHAHHA MPbOX MUNIE PEHCUMY OXO0N00IHCEHHA ONA UEHMPIe
00podKu danux: ixcosanuii memnepamypnuii pexcum, P-adanmuenuii pexcum ma PT-aoanmuenuii pesxcum. Dixcosanuii
pedicum memnepamypu, AK 36UUAHHUIL PEHCUM 0XO0JI00MHCEHHS, AKUN GUKOPUCMOBYE BillbHE 0XO0N00MCEHHA MINbKU MOOi,
Konu 6uxioHa memnepamypa Hux3cue 3a0aHoi memnepamypu, 6uA6uUeca Heehekmusnum, mooi ax P-adoanmuenuit pexrcum i
PT-aoanmuenuit pesrcum moxcyms dymu eukopucmani y pamxax po3poonenoi memooonozii.

Bucnoeku gionosiono 0o cmammi. Taxkum uunom, po3podnenHa moodenb OUIHKU ePEeKMUBHOCMI pedcumy
0X0710031CeHHA 003801UNA peKomendysamu PT-adanmueny cxemy, ujo Haildinbuior0 miporw onMUMI3ye nPOUeC CROHCUBAHHA
enepeii.

Kniouosi cnosa: yenmp 00podKu OaHUX; CRONMCUBAHHA e/leKMPOEHep2ii; GIipMyanvHa MAWLUHA; PEHCUM 8iIbHO20
0X0J100)CEHHA; PEHCUM eTIEKIMPO-0X01004HCeHHA; pedcum ikcosanoi memnepamypu; PT-aoanmuenuit pescum.

J.0. 3yes, E.B. loc, A.B. Kponaues, O.B. ba0kun, A.A. Bapaamos
MOJIEJIUPOBAHUME U YIIPABJIEHUE CTPATEIUsIMU MUHUMU3ALIUU
SHEPI'OIIOTPEBJIEHUA HEHTPA OBPABOTKU JAHHBIX

Axmyanvnocme memul uccnedosanus. Qocyxicoenvl mMenoosl ONMUMUIAUUN UCRONL306AHUA IHEPZONOMPedIeHuUA
UEeHmMpPoe 00padomKu OAHHBIX NYyMeM OnpeoeseHUA HAONeHCAUUX RNPONOPUUIL MedxHcoy 3ampamamu HaA CUCHEMY
0X1AXHCOCHUA U GLINUCTIUMENbHYIO CUCHEMY, HA CE200HAWHNUIL OeHb AGNAENCA 8ANCHOU NPOONEMOIl UHIHCEHEPHOU HAYKU U
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ungopmayuonnvix mexnonozui. Iloxkazano, umo npodnema ozpanuvenus 3Inepzo-Ihghexmugnocmu Kax O0CHOGHO20
0ZPAHUYUMENbHO20 (hakmopa Ona padomel UYEHMPOE 0OPAGOMKU OAHHBIX MOMHCEm Oblimb peuiena nymem paspadomiu
MeEPMUUECKO20 MOOCTUPOGANUA U YNPAGTEHUS.

Ilocmanoexa npoonemvi. Ananu3 coépemeHHBIX UCCNE006aHUll 6 OAHHOI odnacmu noKasan, 4mo 2udpuoHvle
oxnaxcoaroujue peuwieHus, KOmopvle Ce200HA WIUPOKO UCHOTIL3YIOMCA 6 UEHmPAx o00padomKu OaHHBIX, mpeoyiom
onpedenenus ORMUMANLHOU OP2AHU3AUUU KOMNJIEKCA GUPMYANbHLIX MAWIUK U HpUMEHeHUs 0Oonee IPdhexkmuenoii
cucmemvl 0X1axHCOCHUA 6 C6A3U C 8bICOKUM YPOGHEM padouell nmemnepamypvl AKMUGHBIX CEPEEPOE.

Buotoenenue neuccnedosanunvix uyacmeii oowenr npoonemwi. Takum obpazom, Ovina nokasanHa HeoOXO0OUMOCHb
paspadbomku pewienua ONA ONMUMUZAYUL UCNONL3O6AHUA GLINUCIUMENbHOW cuUcmemMbl U 2UOPUOHON  cuchniembl
oxnaxcoenun. Dmo no3eonsem O00CMUYL MUHUMUIAUUU O0uwieil nomepu MOWHOCHMU YOO08IeMEopaAa mpedosanus K
cozauienuIo 00 yposne 00CayHcueanua yenmpa oopadomKu OaHHbIX.

Ilocmanoexa 3adauu. Ilpeonosrcennoe pewienue 3HaUUMENbHO pacuiupsaem yOoOCmeo OXNaxicOeHus 01:A YeHmpos
00padomKu OAHHBIX, YUUMDBIEAA KIUMAMUYECKUE YC06UA, HAZPY3KU CEPEEPO8, MEMNEPAMYPHLIIL pPedcum cepeepa u
apxXumeKmypy cucmembl OXJ1adCOeHUs cepeepa.

H3noxcenue ocnoenozo mamepuana. bvino npogedeno cpasnenue mpex munog pesrcuma oxXnaxicoeHus o1 yeHmpos
00pabomkKu O0anHHvIX: YuKcuUposanHvlii memnepamypHslii pexcum, P-aoanmuenviii pesrcum u PT aoanmuenviii pexcum.
QDuKcuposanHvlil  pedcum memnepamypuvl, KaK OObIYHBLIL pedcuUM O0XAaNHCOeHUA, KOMOPbL UCNOIb3Yem Cc60000HOe
oxnaxcoenue moabKo mozoda, Koz0a UcXo0HAs memnepamypa Huxice 3a0aHHOI MeMnePamypsl, OKA3anca Heddhgdhekmuenovim,
mozoa kaxk P-adanmuenwviii pexrcum u PT-adanmuensiii pescum mozym 0blmb UCHONBb306AHbL 8 PAMKAX PA3PAOOMAHHOIL
Memooonozuu.

Bu1600vt coomeemcmeuu co cmamveii. Takum oopazom, paspabomana mooensv oyeHKu IPphexkmuenocmu pexcuma
OXNIANCOCHUA nOo360aUNG peKomendosamy PT-adanmuenyio cxemy, 6 HaAuOoabUiel CMENeHU ONMUMUUDYEM RpPoyecc
nompeonenusn IHepeuu.

Kniouesvie cnosa: yenmp o0pabomku OAHHLIX ROmpedneHue INEKMPOIHEPIUU; GUPMYATLHAA MAWUHA; PENCUM
CB60000H020 O0XNANCOCHUA; PENCUM INEKMPO-OXIANCOCHUsA; pexcum purkcuposannon memnepamypvl; PT adanmuenviii
pescum.

1. Introduction

Data center power utilization level optimization by getting a proper proportion of computing and
cooling power consumption reducing is a hot spot of modern engineering science and information
technologies (IT). Usually conventional computing power minimization solutions lead to actual CPU
utilization increase and require higher cooling capability in order to work with increased heat density of
active servers. Nowadays hybrid cooling solutions are widely used in a datacenters [1-3], which requires
to provide further analysis of virtual machines (VM) structure organization and reduces the chance of
using free cooling; hybrid cooling schemes usually require high cooling capability due to the high
operating temperature of active servers [4-8].

Therefore joint computational and cooling power consumption optimization solution for
datacenters as a target of the research was proposed (Figure 1). It was developed for hybrid cooling
architecture and allows to achieve overall power loss minimization with satisfying of service-level
agreement (SLA) requirements. To identify the main aspects of the joint power consumption optimization
model development, systematic analysis of recent studies and publications was done. There were
analyzed modern cooling solutions for cloud services [1-3], VM placement schemes and free cooling
system check [4-8]. Statistics of the climate condition and servers’ workload [9-11] allowed forming
requirement or predictive control scheme development. Computational algorithms that can be used for
server room’s temperature profile simulation [12-18] were also discussed.

It was shown lack of unified methodology which allows to significantly extend the usability of free
cooling for data centers having a hybrid cooling architecture as uninvestigated part of discussed studies.
Proposed solution takes into account all input parameters of data center server room infrastructure,
specifically climate condition, servers’ workload, server room’s temperature profile and server cooling
architecture.
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Fig. 1. Joint power consumption optimization scheme for hybrid cooling architecture.

Statistics of the climate condition and servers’ workload forms artificial neural network (ANN)
training dataset and further can be forecasted by predictive control scheme. In other hand server room’s
temperature profile and the dependency between the server temperature and cooling solutions can be
simulated and modeled by standard algorithms. Thus, the research objective implies to development of
combined scheme and unified methodology for data center hybrid cooling architecture.

2. Proposed method

Development of combined scheme and unified methodology for data center hybrid cooling
architecture implies to build joint power consumption optimization model. It is necessary to estimate
optimal cooling mode regime and maximum power consumption of active servers. It allows determining
chillers work schedule in order to have no overheads in terms of power and time. Main parameters to be
analyzed are:

e power consumption of datacenter Ppc;

¢ cooling mode transition overheads P+g;

e number of servers N;

e number of VMSsNyw;

e binary matrix representing VM placement B(i,j);

e binary parameter CM which determines cooling mode (CM = 0 for electrical cooling and CM =1
for free cooling).

Power consumption of datacenter can be calculated as

PDC = |:)Cool + PCompy (1)
where Pcqq refers to power consumption of cooling system and Pcomp represents computational
power consumption.

Mathematically the problem solving aspects can be formulated as determining of B(i,j) and CM
parameter by obtaining minimums of objective function of entire power consumption Py (Figure 2):
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Fig. 2. Mathematical algorithm of joint power consumption scheme for hybrid cooling
architecture.

It has to be noticed that obtaining minimums of objective function minimum should also include
analysis of boundary conditions for server temperature and server performance.

For boundary conditions estimation on should found Ts(i) which refers to temperature of i -th
server and probability PR() of actual execution time t, exceeding required execution time tx:

Ts () <Tg™
PR(t, ~t;)<o
)
where T¢™ is maximum temperature constraint for data center servers and is & SLA requirement

parameter. Thereby optimization problem can be translated into a bin-packing problem by exploiting the
analogy between a bin and a server.

3. Experimental results and analysis
To simplify developed methodology two-phase algorithm can be proposed. It includes
determination of optimal pair of parameters of cooling regime and active servers’ utilization threshold

level {CM ;USTH } which allows to satisfy temperature and performance requirements (3). At the second

stage VMs have to be assigned to servers in order to minimize number of servers. Optimization procedure
should be iterated at every predefined time interval. Thereby equations (2) and (3) could be estimated as:
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and boundary conditions could be defined as:
U”(>U, /N, )
le[k,k+Ng-1]
U <min(U ™, U (1)) ©)
VIl<a<0 '

where
- N is number of time periods;

- P, Piy,, and Ppt are predicted values of P
period;
- Uy is the prediction of average user requests normalized with maximum number of user requests

for single server;
- a is a weighting factor;

- U™ is maximum acceptable performance loss regime power;

P and P, values at the | -th time

ool Comp

- UZ (1) is highest utilization satisfying maximum temperature constraint.

Figure 3 shows dependence of the power consumption on the USTH value. Figure demonstrates that
total power consumption at free cooling mode is usually changes in proportion to computing power
asUSTH increase is more significant than the cooling power consumption growth. However, the cooling
capability of the free cooling is limited, and maximal value of USTH for this cooling mode is also limited.

Power consumption

' Electrical cooling
Electrical cooling
></ Computing
- _'-_’_'_'_‘_,_,_,..——""‘ &“—
| O
| Free cooling
O
T __/ Utilization per server
L T & T L T LB T ) T
Free cooling Computing

Fig. 4. Dependence of the power consumption on the active servers’ utilization threshold level
for free cooling and electrical cooling regimes.

To evaluate the effectiveness of the joint optimization model statistical dataset of CloudSim
simulation [19] was used (Figure 5). There were compared three cooling mode solutions for data centers:
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o fixed temperature regime as conventional cooling mode which uses free coolingonly when output
temperature is lower than pre-defined temperature (U =UT™);

o P-adaptive regime as adaptive mode which adjusts the cooling and the utilization threshold to
minimize power consumption of data center;

e PT-adaptive regime as adaptive mode which jointly optimizes the power consumption and
transition overhead.

The highest power consumption savings were observed at comparison of fixed temperature regime
and P-adaptive regime while output temperature was usually higher pre-defined temperature so free
cooling mode utilization was usually impossible. In other hand PT-adaptive regime allowed to use free
cooling mode by lowering the maximum server power consumption.

Comeparison of P-adaptive and PT-adaptive regimes has shown almost similar level of power
consumption savings. However, PT-adaptive regime allowed to significantly decrease number of cooling
modes transitions by accounting for the overhead caused by the cooling mode transitions. It is important
to notice that the effectiveness of PT-adaptive gets enhanced as the power consumption proportion of
servers gets to be improved.

Normalized power consumption as the power proportionality of servers should be defined as the
ratio of the static power Psr to the total power consumption Ps. For low value of Psi/ P5 can be used free
cooling for longer periods of time due to lower server utilization threshold. Thereby minimal number of
active servers can be used and developed methodology can be used to achieve higher energy-
proportionality. Experiments’ simulation statistics datasets demonstrates that PT-adaptive allows to
provide higher level of power consumption savings for datacenter infrastructure.
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Fig. 6. Comparison of power utilization of fixed temperature (a) and PT-adaptive (b) cooling
modes at temperature regime “1” (c) and power utilization of P-adaptive (d) and PT-adaptive (e)
cooling modes at temperature regime “2” (f).

Thereby energy-efficiency constraints problemasa main limiting factor for datacenters performance
can be solved by thermal modeling and control solutions development which have to be considered as key
aspect of power consumption reducing.

4. Conclusions

Key aspects of data center power utilization optimization by getting a proper proportion of
computing and cooling power consumption reducing were analyzed. Energy-efficiency constraints
problem have to be be solved by thermal modeling and control solutions development. While nowadays
hybrid cooling solutions are widely used in a data centers it is important to provide analysis of virtual
machines structure organization and utilize higher cooling capability due to the high operating
temperature of active servers. It allows to achieve overall power loss minimization with satisfying all
requirements.

Proposed methodology extends the usability of free cooling for data centers. It takes into account
climate condition, servers’ workload, server room’s temperature profile and server cooling architecture. It
was demonstrated that for development joint power consumption optimization model it is necessary to
estimate optimal cooling mode regime and maximum power consumption of active servers. For
determination of chillers work schedule were estimated power consumption of datacenter, cooling mode
transition overheads, number of servers, virtual machines and its placement. There were compared three
cooling mode solutions for data centers: fixed temperature regime, P-adaptive regime and PT-adaptive
regime. Fixed temperature regime was shown as inefficient one while P-adaptive regime and PT-adaptive
regime was proved to be preferable ones. Developed model of cooling mode efficiency estimation
demonstrated preferences of PT-adaptive regime as adaptive mode which jointly optimizes the power
consumption and transition overhead.
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