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Organization of a cluster System Based on the GPU for high-

performance image-processing 
 
A graphical cluster architecture based on the simultaneous solution of different classes of prob-
lems with the virtualization of hardware resources was proposed. Hardware and software compo-
nents to build a cluster system are choice. On the basis of the proposed architecture the problem 
high-resolution image fusion is solved. 
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Introduction 

In today's world, the increase in processing in-
formation leads to the need to increase the perfor-
mance of computing devices for solving problems in 
different branches. Examples of such tasks are: mod-
eling of complex dynamic processes, processing and 
storing large amounts of data. For example, modeling 
the spread of pollutants in the atmosphere, this is as-
sociated with the solving of large systems of differen-
tial equations [1], analysis and processing of satellite 
images, which are characterized by high-resolution 
[2], analysis and processing of huge amounts of data 
accumulated by the weather and climate over a long 
period of time [3]. 

Architecture is an important factor affecting 
the performance of a computer system with respect to 
a particular task or class of problems. 

Long been an increase in speed of information 
processing is achieved through parallelism. There-
fore, development of methods for organizing parallel 
computing systems for high performance data is an 
actual scientific task. 

The goal of this work is to build a universal 
graphics cluster system for solving problems of high-
performance data processing and solving concrete of 
the problem at its base satellite imagery fusion. 

The task of this work is to develop architec-
tures, the choice of hardware and software compo-
nents, as well as the practical implementation of pa-
rallel versions of algorithms for image fusion based 
on the proposed architecture. 

 
The use of GPU as a basis for building 

cluster systems 
 

Parallel computer systems can be classified 
according to the level at which the hardware supports 
parallelism [4]: 

- multi-core systems; 
- symmetric multiprocessor system; 

- distributed computer systems; 
Distributed computer is a computer system 

with distributed memory, in which computing devices 
combined into one system over the network. This 
type of parallel computer systems shows a high abili-
ty to scale. The main subclasses of distributed com-
puter systems are as follows: 

- cluster systems; 
- massively parallel computers; 
- the grid system; 
- specialized parallel computers; 
- FPGA-system; 
- GPGPU-system. 
GPGPU architecture causes of particular inter-

est at this time. GPGPU (General Purpose GPU) - 
referred to as a system allows calculation of general 
purpose cards. 

General-purpose computation on graphics 
cards are the trend of modern research in the field of 
computer engineering. They can leverage the power 
of modern graphics cards to solve problems that are 
not limited to computer graphics. 

Graphics processors are, in fact, co-processors 
considerably optimized for the task of computer 
graphics - in particular for solving linear algebra 
problems. 

Currently, there are several technologies (for 
example, CUDA and OpenCL) [5], allowing the use 
of a sufficiently large power of modern graphics 
cards without inquiry into the low-level program-
ming. 

One of the biggest advantages of these systems 
is the high prevalence (every modern personal com-
puter equipped with a video card that supports gener-
al-purpose computing), and low cost per unit of com-
puting power compared to (for example) cluster sys-
tems. 

Cluster systems and graphics processors are 
promising combination of features for construction of 
modern high-performance computing systems for 
data processing. GPUs provide parallel processing by 
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SIMD-principle with using a large number of threads 
of instructions (100, 1,000 or more) [5]. 

At the same time, GPU-based systems have a 
relatively small amount of memory. 

In turn, the cluster consisting of multiple 
nodes, allows for independent processing of data us-
ing virtually unlimited storage capacity, but with time 
delays when transferring data from one cluster node 
to another. 

Combining the cluster architecture, and graph-
ic processors in each node in the cluster to take ad-
vantage of each architecture (Fig. 1). 

 

 
Figure 1 - The general principle of the cluster system 

based on GPU 
 
The use of graphics cluster systems mentioned 

in the literature [6-7] as an effective tool for solving 
problems of climate modeling, image processing, etc. 

 
The problems of constructing a univer-

sal cluster system based on GPU 
 
At the organization of the universal cluster 

system based on the graphics processor raises the 
following issues: 

- ensure the independent functioning of each 
cluster node in the solving of different tasks simulta-
neously; 

- provide a flexible configuration of indepen-
dent cluster architecture for the simultaneous solution 
of various problems; 

- provide dynamic allocation and migration of 
system resources between cluster nodes. 

The above problems arise due to the fact that 
in constructing the cluster system presents a restric-
tion on the number of available physical nodes. We 
denote this number Q . 

Each task or a class of problems requires or-
ganization of the cluster (the set of available memory 
resources, CPU, GPU, etc., a set of operating systems 
and other software components). We denote the set of 
required resources as a vector: 

 

iiiii gpucpuramhddr ,,,=     (1) 

 
where 

ihdd  - the need for data storage resource; 

iram   - the need to share memory; 

icpu  - the need for CPU resources; 

igpu - the need to share the GPU; 

The organization of the cluster is complicated 
by the fact that these resources are needed in various 
combinations at a same time (a cluster should be able 
to solve different problems independently of each 
other). 

In fact, we want to map the vectors of re-
sources for each task in the real physical resources of 
the cluster system: 

 

   ,,,,
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where 
N  - The number of independent tasks to be 

solved on a cluster. 
To ensure the condition (2) can offer two ways 

to organize each cluster (Fig. 2). 
 

  
 

a)                                          b) 
 
Figure 2 - Organization of a cluster node 
 
In Fig. 2a shows the host organization, in 

which the physical resources of the site are directly 
provided by the operating system and application 
software. This is the easiest way, but in this case the 
condition (2) becomes independent tasks could be 
hard, because within a single operating system is al-
most impossible to organize a stand-alone access to 
the different tasks in the same physical resources. At 
the same software applications and tasks may require 
different types of operating systems, which is also 
impossible for this organization. 

In Fig. 2b shows an alternative organization of 
a cluster node. Each node represents a group of con-
tainers, each of which has access to the same physical 
resources, but in each container isolate environment 
is organized to carry out its operating system and its 
software suite. This solution is called virtualization, 
and containers - virtual machines. 

There are many ready-made solutions for vir-
tualization [8]: 

- VMWare; 
- Virtual Box; 
- Parallels; 
- Xen; 
- KVM. 
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We must take into account that the virtual ma-

chine - a layer between the hardware and the guest 
operating system. Therefore, when constructing high-
performance cluster impractical to use virtualization 
platform, which is presented in the form of a software 
product that runs under the host operating system. 

Based on the above criteria has been drawn up 
a comparative table of the known virtualization plat-
forms that provide a "pure" virtualization, i.e., run-
ning in the hypervisor on the hardware platform 
without the need for a separate operating system (see 
Table. 1). 

 
Table 1 - Comparison of virtualization platforms 
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VMWare 
ESX 

Intel 
x86, 

AMD64 

No Linux, 
Windows 

etc. 

Pro-
prie-
tary 

Virtual 
Box 

Intel 
x86, 

AMD64 

Linux, 
Windows 

etc. 

Linux, 
Windows 

etc. 

GPL 

Parallels Intel 
x86, 
Intel 
VT-x 

Linux, 
Windows 

etc. 

Linux, 
Windows 

etc.. 

Pro-
prie-
tary 

Xen Intel 
x86, 

AMD64 

Linux Linux, 
Windows 

etc. 

GPL 

KVM Intel 
AMD  

Linux Linux, 
Windows 

etc. 

GPL2 

Hyper V Intel  
x86-64, 
AMD64 

No Linux, 
Windows 

etc. 

Pro-
prie-
tary 

 
Analysis of the table. 1 shows that the "pure" 

virtualization provides a small number of virtual ma-
chines (Hyper 5 and VMWare ESX). Given the fact 
that VMWare ESX provides a wide range of sup-
ported operating systems and that the observable node 
in the cluster hardware configuration allows the use 
of this virtualizer for free licenses, product VMWare 
ESXi 5.0 has been selected as a platform for virtuali-
zation. 

Thus, the hardware configuration of a cluster 
node as follows: 

- CPU: Intel Core 2 Quad Q8400; 
- RAM: 4 GiB; 
- HDD: 4TiB; 
 
Main characteristics of the hypervisor are in-

stalled on each node: 
- not more than 200 MB is the hypervisor it-

self; 

- provides the following guest operating sys-
tems running: Windows, Red Hat, Solaris, Debian, 
Mac OS X, Ubuntu, etc.; 

- Direct Driver technology to access the input-
output devices; 

- organization of resources in the form of dy-
namic pools. 

 
 
The architecture of a cluster system 

based on GPU 
 
As a result of using virtualization technology, 

the graphic structure of the cluster will be as follows: 
Fig. 3 

In Fig. 3 shows the M cluster nodes (in the 
real system 8=M ). Each node has a set of shared 
resources (CPU, memory, GPU, etc.). 

On the hardware of each node is deployed 
hypervisor VMWare ESXi. In the cluster there are 
virtual machines with guest operating systems of 
Windows and Linux families. 

A virtual network interface that enables con-
nection to a virtual host cluster network introduced in 
each virtual machine to form a common computing 
infrastructure in the composition of 

Cluster network is based on an Ethernet net-
work with a transfer rate 1Gbit / s. 

As a result, based on a single physical cluster 
at any time you can get any number of virtual clus-
ters, as the union of the virtual nodes in a single com-
puting system. 

Flexible configuration of the cluster structure 
provided by the control system. VMWare vSphere 
Client used as a control system. Control terminal is 
introduced in cluster to run this software. In Fig. 5.4 
shows the interface of the controlling terminal when 
connecting to the host (physical node) in the browse 
mode host (Fig. 4). 

In order to communicate with the outside 
world cluster system has access to the Internet via 
two independent channels. 

 

The solving of image fusion task on a cluster 
of GPUs  

As mentioned previously, the proposed archi-
tecture of the graphics cluster system is intended for 
solving high-performance data processing, in particu-
lar, images with high resolution. 

Currently, almost the constructed system is 
used to solve two independent problems: the analysis 
of climate data [3] and the processing of satellite im-
ages with equal division of resources (50%). 

As an example, consider the implementation 
of the results obtained on the graphic cluster for the 
problem of satellite imagery fusion, which is de-
scribed in [9].  
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Figure 3 - Architecture of the graphics cluster system 
 

 
 

Figure 4 - Connection to the host in the mode of access to information about the host 
 
 

Example of image fusion of multispectral im-
ages and panchromatic image with different resolu-
tions are shows on Fig. 5. 

A weighted average method [10] and the me-
thod based on color space conversion (IHS) [11] were 

chosen for comparing the effectiveness of parallel 
implementations. In addition, for all the implemented 
methods metrics have also been obtained for a cluster 
of processors (no GPU). 
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Figure 5 - Result of image fusion (from left to right 
and from top to bottom - WA, IHS, HDWT, DDWT) 

For the experiments on real data we used data 
provided by the project USGS Global Visualization 
Viewer [13] from the U.S. Geological Survey. In the 
experiments we used images from Landsat 7 satel-
lite. Satellite imagery is a photograph of areas of 
Donetsk region (Ukraine). When implementing the 
methods were used CUDA and MPI. 

Tables 2 and 3 use the following notation: 
 - WA - weighted averaging method; 
- IHS - a method based on color space con-

version; 
- HDWT - the method of discrete Haar wave-

let transform; 
- DDWT - the method of discrete wavelet 

transform of Daubechies. 
 
As can be seen from Table 2, the implemen-

tation of IHS is the best time on a cluster with the 
GPU. This is because the GPU instruction set is 
more efficient to implement the IHS. In this imple-
mentation of the method HDWT is the best time on 
a cluster with the processor (see Table. 3). This is 
because the discrete wavelet transform is imple-
mented efficiently using the arithmetic processor. 

To evaluate the performance of the work we 
estimated the number of pixels processed per unit 
time, assuming that all operations, including, for 
memory, on average, are equal in difficulty. 

In Fig. 6 shows a comparison of the increase 
in productivity for each method in the implementa-
tion of the graphics cluster with the proposed archi-
tecture. In analyzing Fig. 6, it can be concluded that 
the performance of parallel implementation on the 

GPU is in the range 2-18 times, depending on the 
method chosen. 

 
Table 2 - Experimental results for a cluster of GPU 
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Table 3 - Experimental results for a cluster of pro-
cessors 
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16280 14960 49,0 67,1 11,6 13,5 

8140 7480 2,08 6,24 2,89 3,23 

4070 3736 0,51 1,57 0,66 0,73 

 

Figure 6 - Increase productivity for parallel 
implementations on the graphics clusterConclu-

sion 

Conclusion 

Architecture and a set of software and hard-
ware components for the graphic organization of the 
cluster with the ability to perform simultaneous of 
various classes of problems with providing a flexible 
resource allocation are proposed. The problem of 
satellite images fusion solved on the proposed archi-
tecture and obtained a practical acceleration of 2-18 
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times compared to the conventional cluster of pro-
cessors. 

The scientific novelty is the fusion of multis-
pectral images in a cluster of GPUs. 

The practical importance is the proposed ar-
chitecture for a graphical cluster as a universal plat-

form for independent high-performance problem 
solving. A further area of research due to the accu-
mulation of data about resource used by cluster sys-
tem for solving different classes of problems and 
generating recommendations and methods for op-
timal allocation of resources. 
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ОРГАНІЗАЦІЯ КЛАСТЕРНОЇ СИСТЕ-

МИ НА БАЗІ GPU ДЛЯ РОЗВ’ЯЗАННЯ ЗАДАЧ 
ВИСОКОПРОДУКТИВНОЇ ОБРОБКИ ЗО-
БРАЖЕНЬ  

 
Запропоновано архітектуру графічного клас-

теру, що орієнтований на одночасне розв’язання 
різних класів задач з віртуалізацією апаратних ре-
сурсів. Обґрунтовано вибір програмних і апаратних 
компонентів для побудови кластерної системи. На 
основі запропонованої архітектури розв’язана за-
дача високопродуктивного злиття зображень з ви-
сокою розрізнювальною здатністю. 

 
Ключові слова: кластер, графічний процесор, ві-
ртуалізація, гіпервізор, злиття зображень, дис-
кретне вейвлет-перетворення, CUDA, MPI. 

В.С. БАБКОВ 
Донецкий национальный технический университет 
 
ОРГАНИЗАЦИЯ КЛАСТЕРНОЙ СИСТЕМЫ 
НА БАЗЕ GPU ДЛЯ РЕШЕНИЯ ЗАДАЧ ВЫ-
СОКОПРОИЗВОДИТЕЛЬНОЙ ОБРАБОТКИ 
ИЗОБРАЖЕНИЙ  
 
Предложена архитектура графического кластера, 
ориентированного на одновременное решение раз-
ных классов задач с виртуализацией аппаратных 
ресурсов. Обоснован выбор программных и аппа-
ратных компонентов для построения кластерной 
системы. На базе предложенной архитектуры ре-
шена задача высокопроизводительного слияния 
изображений с высоким разрешением. 
 
Ключевые слова: кластер, графический процес-
сор, виртуализация, гипервизор, слияние изо-
бражений, дискретное вейвлет-преобразование, 
CUDA, MPI. 
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