IHOOPMALIWHI TEXHONOTII, CUCTEMHUN AHANI3 TA KEPYBAHHSA

Ha OCHOBE BBIOOPKHU JTAaHHBIX U TEXHOJOTHMH WHTETPAIHH
HecOalaHCUPOBAaHHbBIX JAHHBIX.

Mertoauka. Bo-nepBbiX, TpaJulMOHHBIN alropuT™M
SMOTE 6511 ymyumen 1o K-SMOTE (meton ysemmue-
HUS 9UCIIa IPUMEPOB MHHOPUTAPHOTO KJlacca, 00beInHS-
roummii ctpareruro cemruimara SMOTE u meton K-cpen-
aux). B K-SMOTE, Habop maHHBIX MOAJIEKa KI1acTepu-
3aliM, a WHTEPHOJLIIUS MPOBOAMIACE MEXIy LEHTPOM
KJIacTepa M TOYKOM MCXOAHBIX MaHHBIX. BO-BTOPBIX, OBLI
npemioxker anroput™ ECA-IBD (ynyumennas SMOTE-
cTparerusi KiacCU(pUKauyu HecOalaHCUPOBAHHBIX JlaH-
HBIX Ha OCHOBe aHcamoOieBoro anropurma). B ECA-IBD,
yBEJIMYEHUE YHCIAa NPUMEPOB MHHOPUTAPHOIO Kiacca
npooauiiock ¢ nomoueio K-SMOTE, a ymenblieHue
Yycla MPUMEPOB MaKOPUTAPHOTO KIlacca MPOBOIMIOCH
METOJIOM CITy4YaifHOTO 0TOO0pA, C IENIBI0 YMCHBIIICHUS Mac-
mraba mpobieMsl ¥ (OPMHPOBAHUS HOBOTO HabOpa JTaH-
HBIX. Llensrii psn cmadbIx KI1acCH(pUKATOPOB M METOIOB
WHTETpali ObLT MCIIONB30BaH Uit (HOPMHPOBAHUS KO-
HEYHOTO CHIIBHOTO KiIacCH(UKaTopa.

Pe3yabrarhl. Oxcnepument nposoamwica Ha UCI va-
6ope HecOamaHCHPOBAHHBIX JAHHBIX. Pe3ynbraTsl mokasa-
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JIM, YTO TPEIIOKCHHBIN anropuT™ 3(G(HEKTUBCH MPH HC-
nosib3oBaHuu F-3nauenus u G-cpeaHero 3HaueHus B Kaue-
CTBE OIICHOYHBIX MHICKCOB.

Hayuynas noBusna. Yiyumen anroputm SMOTE u
CKOMOWHHUPOBAHBI CTPATETHH YBEIWYCHUS YHCIA TIPUME-
POB MHHOPHTAPHOTO KJIACCa W YMEHBIICHUS YNCIIa TpHU-
MEpPOB Ma)KOPUTAPHOTO KJIacca, a TaKkkKe TeXHOJOTHs Oy-
CTHUHTA JIJIs pEIIeHMsI 3a]1a4 Kiaccupukany HecOamancu-
POBAHHBIX JTAHHBIX.

IIpakTHyeckas 3HAYUMOCTB. [IpensioxkeHHbIN anro-
PUTM MMCET BaKHOE 3HAYCHHUC IS Kiaccu(UKAIMKA He-
cOamaHCUPOBaHHBIX NaHHBIX. OH MOXET OBITh IPUMCHCH
BO MHOT'HIX 00J1aCTsIX, TAKUX KaK OOHAPYKEHUE HECUCTIPAB-
HOCTEH, 0OHAPY)KCHHE BTOPKCHUS U T. II.
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VIOCKOHAJEHUA AJITOPUTM K-CEPEJHIX ABTOMATUYHOT O
BU3HAYEHHSA NIOYATKOBUX 3HAYEHD HEHTPIB KJIACTEPIB

Purpose. The traditional K-means algorithm requires the K value, and it is sensitive to the initial clustering center.
Different initial clustering centers often correspond to the different clustering results, and the K value is always required.
Aiming at these shortcomings, the article proposes a method for getting the clustering center based on the density and
max-min distance means. The selection of the clustering center and classification can be carried out simultaneously.

Methodology. According to the densities of objects, the noise was eliminated and the densest object was selected as
the first clustering center. The max-min distance method was used to search the other best cluster centers, at the same time,

the cluster, which the object belongs to, was decided.

Findings. Clustering results are related to the selection of parameters 0. If the sample distribution is unknown, only
test method can be used through multiple test optimization. With prior knowledge for the selection of 6, it can be con-

verged quickly. Therefore, 6 should be optimized.

Originality. This article proposes the new method based on the density to get the first initial clustering center, and then
the new method based on the maximum and minimum value. The improved algorithm obtained through experimental

analysis insures higher and stable accuracy.

Practical value. The experiments showed that the algorithm allows for automatic obtaining of the k clustering centers
and have a higher clustering accuracy in unknown datasets processing.
Keywords: clustering, K-means clustering, max-min distance method,density

Introduction. Clustering means that a given object is
divided into several clusters based on the given definition
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of similarity so that the objects within a cluster can be as
similar as possible and the objects of different clusters can
be as different as possible. According to the clustering
rules, the clustering algorithm can be divided into: based
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on partition, hierarchical,density or grid, and other cluster-
ing algorithms.

K-means algorithm is based on partition. James Mac-
Queen proposed this algorithm in 1976. It can effectively
classify large data sets, but the algorithm also has some
problems [1]. Firstly, it needs to specify the K value.
However, prior knowledge of data is needed to set K val-
ue. Secondly, the problem also concerns the initial clus-
tering center selection. The improper selection of the ini-
tial clustering center affects the clustering results greatly.
In addition, the Euclidean distance is defined as the dis-
tance measure in the algorithm, but the Euclidean dis-
tance is more sensitive to noise and outliers. In view of
these problems, some methods are proposed to improve
the k-means. DBS can is a typical clustering algorithm
based on density, which aims finding high-density area
cut by low-density area, can deal with the cluster of arbi-
trary shape and size, and find the cluster, for which an
average K value was not found. There are many studies
about the DBS can [2—4]. However, DBS can will meet
more difficult problem than defining density when it deals
with the data with great change and high dimension. On-
oda T., Sakai M. and Yamada S. [5] proposed a method to
select the initial center based on the independent compo-
nent. Reddy D., Jana P.K. and Member 1. S. [6] used Vo-
ronoi diagram to select the initial cluster centers.
Zhang Y.J. and Cheng E.[7] made a conclusion on the
improved method of choosing the initial clustering cen-
ters in the K-means algorithm.

Based on the density and the max-min distance means,
a k-means algorithm is to find k initial clustering centers
automatically, which makes the initial clustering center as
far as possible to reflect the actual distribution of the data.
The feasibility and effectiveness of this method was veri-
fied experimentally.

Introduction to the algorithm. The traditional K-
means clustering algorithm. The basic idea of the tradi-
tional K-means clustering is based on such a condition
that K is regarded as the parameter, and N objects are di-
vided into K clusters so that the similarity within the
classes is high, and the similarity between the classes is
low.

The process flow of K-means algorithm is as follows:

Input: the number of clusters K and data sets contain-
ing N objects.

Output: a collection of K clusters, which minimize the
square error.

Method:

1. Select K objects as the cluster centers of the initial
class at random. It can be operated as follows.

2. Assign each object (again) to the most similar clus-
ter according to the mean of objects among classes.

3. Update the cluster mean. That is, to calculate the
average value of the objects in each cluster.

4. Return to second step for loop executing until there
is no more change and the algorithm ends.

Max-min distance means. The max-min distance
means are based on the Euclidean distance. The most dis-
tant clustering center was identified, and then the others
were determined, until no new clustering centers were
generated. Finally, the samples were classified to the near-
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est class according to the principle of minimum distance.
The main idea of such operation is to select the object as
far as possible as the clustering center. In this way,the k-
means algorithm avoids the situation when the initial clus-
tering centers appear too dense. This allows for automatic
determination of the number of initial clustering centers,
and for improvement of the efficiency of the data set par-
titioning.

Steps of the algorithm:

1. Determine the sample point, provide a parameter of
0 (0.5 <6 < 1), then take a sample point as the first cluster-
ing center z;.

2. Find a new clustering center,calculate the distances
from all other samples to z;, take the sample points with
the maximum distance to z, as the second clustering cen-
ter z,. Calculate the distances between all samples to z,
and z,. Take the shortest distance between the clustering
center z; and z, as the distance between each sample point
to the clustering center. Then, determine whether the dis-
tance of sample point to the clustering center is greater
than 6 multiples of the distance between z; to z,. If it is
greater, take the sample point as the third clustering cen-
ter z;. Continue doing the same, until both the maximum
and minimum distances stop appearing greater. The calcu-
lation for the clustering center is completed.

3. Classification: take the remaining samples into the
nearest class according to the principle of minimum dis-
tance. Through clustering by the max-min distance means,
we can see that the relationship between clustering result
and the selection of parameter fand the initial object z, is
significant. Without a prior knowledge of the sample dis-
tribution, we can only adopt the tentative and optimizing
methods to get 0 and z,. In addition, if the size of the sam-
ple data is very large, the execution efficiency of the algo-
rithm will be very low.

The improved k-means algorithm. The traditional
K-means algorithm requires the K value, and it is sensitive
to the initial clustering center. Different initial clustering
centers often correspond to different clustering results,
and the K value is always required. Aiming at these short-
comings, the article proposes a method for getting the
clustering center based on the density and max-min dis-
tance means. The selection of the clustering center and
classification can be carried out simultaneously.

Basic definitions. Data sets, which will be clustered
are X ={x,|x, e R",i=1,2,...,n}; the clustering centers
are zy, z,, ..., z; clustering results are represented with W,
(G=1,2,...,k).

Definition 1

NEps(x;):Represent the Eps neighborhood of the ob-
ject x;. That is the data set in the super sphere region with
the Eps as the radius and the object x; as the center.

Definition 2

Density (x;): Represent the density of object x;. That is
the number of samples in a certain area.

Definition 3

X; = (X1, X35 ...,X;,) and X; = (XX, .-.,X,,) are two
p-dimensional data objects. The Euclidean distance be-
tween them is

d(x;,X;) :\/(x,.1 =X, + (X —x;) + o+ (x, —x,)
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Definition 4
The distance between the data object x; and the set U is

d(x;,U) = min(d(u,,,X;)),u,, €U.

Definition 5
The longest distance between the set X and set U is

d(X,U) = max(d(x,,U)),x, € X.

The basic ideas. In the improved k-means algorithm,
the Euclidean distance in definition 3 is defined as the
similarity measure. The k data objects, which have the fur-
thest distance from each other, are selected as the initial
centers. However, noise data often exists in the actual
data. If only the furthest distance object is selected, it is

very likely that the noise object is selected. Thus, the clus-
tering result will be affected. Therefore, the noise reduc-
tion should be undertaken to remove the noise points and
improve the accuracy of the algorithm.

The basic idea of this algorithm: first, calculate the den-
sity (x;) of the area where the data object is located accord-
ing to definition 1 and definition 2. Figure out the results
according to the density. The data objects in the low-densi-
ty area are regarded as the noise while the data object with
the highest density is regarded as the first clustering center
z,. Calculate the distances between the remaining objects
and z, according to definition 3. Take the object with a high
density, which is the most distant from z,, as the second
clustering center z,. Then calculate the distances between

is regarded as noise

Based on density clustering, the sample with
the maximum density is designated as the first
cluster center. The sample objects with
thenumber of adjacent objects less than MinPts

!

In the remaining clusters, select the sample
object with farthest distance from the first
clustering center as the second clustering center

!

according to definition 5

The distances between the remaining sample
objects and the clustering center can be obtained
according to definition 4, and the object in the
the remaining objects which has the furthest
distance to the clustering center can be obtained

Based on the MM criteria,
make judgment on whether
the maximum distance obtained

is O times greater than the maximum
distance to clustering center

Add cluster and use the sample
| object as the clustering center

According to the K-mean algorithm,
add the sample to the existing clusters
and update the cluster center

L]

of the cluster

Yes

End

Whether the remaining
samples are empty

Fig. 1. Flow chart of the improved K-means algorithm
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the remaining data objects and the clustering center accord-
ing to the definition 4. Get the furthest distance between the
remaining objects to the clustering center according to defi-
nition 5. Determine whether the point is the clustering cen-
ter based on the conditions of the max-min distance means
(here take 0 = 0.6). If it is a clustering center, we can take it
as a new clustering center z;. Select the furthest distance
between the two objects in the clustering centers, as the
distance in MM condition criterion, or add it to the nearest
cluster. In this way, similar judgment can be made on the
rest of the data objects, until the classification of all objects
is completed. The specific process is shown in Fig. 1.

Algorithm analysis and experimental results. In order
to test the validity and accuracy of the algorithm, a contrast
experiment of the algorithm was carried out with both artifi-
cial and standard data sets before and after the improvement.

Artificial data set. Using the Random RBF of data min-
ing the software Weka automatically generates a data set. It
consists of 100 data sets of 3D data, which are classified
into 2 categories. Add 5 noise points, and then test the data
set. The experimental results are shown in Table 1.

Standard data set. For Standard data sets acquisition,
Iris in UCI [8] database is often employed as test data. UCI
database is a kind of database used to test machine learning
and data mining algorithms. All the data in the database are
clearly classified, so the accuracy of the algorithm can be
directly used to indicate the quality of clustering.

In the experiment, the traditional K-means algorithm
was tested by Weka, while the improved algorithm was
implemented on Eclipse platform with Java. The experi-
ments were conducted under both noise-free and noisy
conditions to compare the accuracy of both the improved
and original algorithms. The Iris data set in experiments
had four properties: sepal length, sepal width, petal length
and petal width, with 150 data objects. Predefination was
divided into 3 categories: class Iris-setosa, Iris-versicolor
and Iris-virginica. There were 50 data objects in each cat-
egory. In order to test the impact of noise on the clustering
results, we added five noises in the end of the Iris followed
by {8.4,4.6,3.9,0.8}, {3.2,1.2,0.4, 0.2}, {7.4,4.4, 6.9,
0.7}, {3.8, 2.4, 0.8, 2.8}, {9.0, 5.0, 8.0, 3.0}. The test re-
sults for the Iris data set are shown in Table 2.

Table 1
Test results of artificial data
Accuracy | Accuracy
Algorithm | Sequence olglélﬁzzr without | with Noise,
Noise, % %
1 2 75.00 81.90
2 2 98.00 71.43
3 2 75.00 7143
4 2 88.00 70.48
5 2 97.00 76.19
Traditional 6 2 97.00 71.48
7 2 74.00 7143
8 2 77.00 71.48
9 2 89.00 71.43
10 2 75.00 88.57
average 2 84.10 74.58
Improved 1 2 98.00 98.95
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Table 2
Test results of Iris data
. Number Ac'curacy Apcurapy
Algorithm | Sequence without | with noise,
of cluster o N
noise, % %
1 3 88.00 49.03
2 3 90.67 92.25
3 3 56.67 87.10
4 3 88.67 64.52
5 3 68.67 89.03
Traditional 6 3 52.67 55.48
7 3 86.67 70.97
8 3 84.67 61.29
9 3 52.00 61.94
10 3 85.33 49.68
average 3 75.40 68.13
Improved 1 2 98.00 98.95

Table 1 and Table 2 show that the traditional K-
means algorithm is easily affected by the initial center.
For example, in the noise-free test in Table 2, the accu-
racy of the results in the second and sixth experiments
varies greatly. Besides, the traditional K-means is sus-
ceptible to noise. The accuracy of the algorithm always
decreases in the case of noise. The traditional K-means
algorithm cannot eliminate the noise points. The noise
points often interfere the choice of the initial center and
update of clustering center, which affects the clustering
results. While by the improved K-means algorithm, the
choice of the initial center is fixed when all the parame-
ters are set. So only one clustering result can be pro-
duced. Therefore, the clustering algorithm is relatively
stable. Fig. 2 and Fig. 3 show the differences made by
using the improved algorithm for the clustering results
of Iris data set (with noise). Compared with the cluster-
ing results in the paper, improved K-means algorithm
proposed in this paper can often produce better cluster-
ing results. Besides, noise data can be effectively sepa-
rated by using this algorithm and the impact on the clus-
tering results can be reduced.
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Fig. 2. Iris data set (with noise) sepal attribute cluster-
ing results: X-axis— length, Y-axis— width, (O — iris-
setosa; O — iris-versicolor; A — iris-virginica; ¢ —
noise)
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Fig. 3. Iris data set (with noise) petal attribute cluster-
ing results: X-axis — length, Y-axis — width; (O — iris-
setosa, O — iris-versicolor;, A — iris-virginica, ¢ —
noise)

Conclusion. The general process of the traditional K-
means algorithm was considered and the influence of the
selection of initial clustering center on clustering results
was analyzed. Then, the authors proposed a new method
based on the density to get the first initial clustering cen-
ter, and a new method based on the maximum and mini-
mum value. The improved algorithm obtained through
experimental analysis can produce a higher and stable ac-
curacy, which is more suitable for the clustering of the
actual data. In the future, it can be improved in the follow-
ing aspects: clustering results are related to the selection
of parameters 6. Without knowledge of the sample distri-
bution, only test method can be used through multiple test
optimization. With prior knowledge for the selection of 0,
it can be converged quickly. Therefore, 6 should be opti-
mized.
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Mera. Tpaaumiitauii Mmeton K-cepenHix Bumarae Ha-
siBHOCTI 3HaueHHs1 K 1 4yTIMBHil 10 IOYaTKOBOTrO 3HAUECH-
HS LIEHTPIB KJacTepiB. Pi3Hi moyaTKoBi 3HaUSHHS LIEHTPIB
KJIACTEPIB YaCTO MPU3BOMAATH J0 PI3HUX PE3YIILTATIB Kila-
cTepu3allii, a HassBHiCTh 3HaueHHsI K 3aBk/11 000B’s13KOBE.
3 METOI0 yCYHEHHsI LIMX HENOJIKIB, Yy poOOoTi 3anporoHo-
BaHO CIIOCIO OTpWMaHHS 3HAYCHHS IICHTPY KiacTepa Ha
IMiJICTaBi MIITPHOCTI ¥ MiHIMaKCHOI BifcTaHi. Bubip men-
Tpy Kiactepa Ta kiacudikailis MOXYTh POBOAUTHCH
OJIHOYACHO.

Metoauka. BiqnoBigHo 10 mIiTbHOCTI 00 €KTIiB OyB
3MEHILCHUIT LITyM, @ B IKOCTI MOYaTKOBOTO 3HAYCHHSI LICH-
Tpy KJacTepa oOpaHuii 00’ €KT 3 HAHOIIBIIO HIUTBHICTIO.
Merton MiHIMaKCHOI BiICTaHi BAKOPUCTAHUM JUIS TIOIIYKY
IHIIUX Kpalux HeHTpiB. OOUpaeThest Kiactep, A0 SKOro
HaJISKUTh 00 €KT.

Pe3yabraTn. Pesynbratu kiactepusailii mossi3aHi 3
BHOOpOM napameTpiB 6. B yMoBax BificyTHOCTI 3HaHb ITpO
PpO3TOiT BUOIPKH MOXE BHKOPHUCTOBYBATHCS TLUIBKH Te-
CTOBHI METOJI 3a JIOIIOMOTOI0 0araropa3oBoi ONTUMI3aLl
TeCTyBaHHs. Y pasi, Ko 0 3a31a1eriip BioMe, MOKIUBO
mBHIKE cXomkeHH. OTxe, O Mae OyTH ONTHMIi30BaHO.

HaykoBa HoBU3HA. Y po0OTi 3ampoOIIoHOBaHI HOBI Me-
TOJIM OTPUMAaHHSI I0YAaTKOBOTO [IEHTPY KJIacTepa Ha OCHOBI
LIIJIBHOCTI ¥ MiHIMaKkCHOI BicTani. BooCKoHaIEeHUH aaro-
PUTM, OTPUMAaHHUN 3a JOMOMOIOK EKCIIEPUMEHTAIBHOTO
aHaJIi3y, CTabLIbHO TT0Ka3ye OLIBII BUCOKY TOUHICTb.

I[pakTnyna 3HaUNMicTh. EXCIepUMEHTH MOKa3aIH,
10 aJITOPUTM MOXKE aBTOMAaTUYHO OTpuMyBatu K 3HaYeHb
LEHTPIB KJIACTEPIB 1 MOKa3ye OUIbII BUCOKY TOYHICTH Kia-
cTepu3arlii 3a 00poOKU HEBiTOMUX HaOOPIiB TaHUX.

KiwouoBi ciioBa: xiacmepusayis, kiacmepuszayis 3a
memooom K-cepednix, memood miHimaxkcHoi 6i0cmari,
WinbHiCMb

Heasn. Tpagunuonnsiii Mmeton K-cpennux tpedyer Ha-
mnuus 3HaueHus K 1 9yBCTBHUTENEH K HaualbHOMY 3Ha-
YEHHIO LIEHTPOB KJIacTepoB. PaznnuHble HauanbHbIE 3HA-
YEHHs LEHTPOB KJIACTEPOB YaCTO NPUBOIAT K pa3HbIM pe-
3yJbTaTaM KJlacTepu3alny, a Hajau4yue 3HaueHns K Bcerna
o0s13arenbHO. C 1ENbI0 yCTPaHEHUS 3TUX HEJOCTAaTKOB, B
paboTe mpeuUIoKeH CIIoco0 MOTYIeHUS 3HAUCHH IICHTPa
KJacTepa Ha OCHOBaHMWHU IUIOTHOCTH M MUHHMAaKCHOTO
paccrosiHus. Beibop menTpa kinactepa u KiaccupUKaIHs
MOT'YT IPOBOIUTHCS] OTHOBPEMEHHO.

Metoauka. B cOOTBETCTBUU C IJIOTHOCTSIMH OOBEK-
TOB 6I:IJ'I YMCHBIICH IIYM, a B KQYC€CTBC HAYaJIbHOT'O 3HA4YC-
HUS LEHTpa KjacTepa BbIOpaH OOBEKT C HauOOobIIeH
IUIOTHOCTBIO0. MeTOl MUHUMAaKCHOTO PACCTOSIHUS UCIOIb-
30BaH JyIsl TOVCKA APYTUX JYYIIHUX [EHTPOB. BriOupaercs
KJIacTep, K KOTOPOMY HPUHAJICKUT OOBEKT.

Pe3yabrarbl. Pe3ynbrarsl KIacTepu3aliiy CBSI3aHbI C
BBIOOPOM TapameTpoB 0. B ycioBusx oTCyTCTBUSI 3HAaHNH
0 pacnpeeeHn BEBIOOPKH MOJKET HCIOIB30BAThCS TOIb-
KO TECTOBBIA METOJ IMOCPENCTBOM MHOTOKPATHOM ONTH-
MH3aluK TeCTUpoBaHus. B cimydae, xoraa 0 3apanee m3-
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BECTHO, BO3MOXHO ObIcTpoe cxoxieHue. CienoBaresbHo,
0 OKHO OBITH ONTHMHU3UPOBAHO.

Hayuynas noBu3Ha. B paboTe mpemiokeHbl HOBBIC
METOJBI TONYYCHHs HA4YallbHOTO IIEHTpa KiacTepa Ha
OCHOBE IUIOTHOCTH M MHUHUMAKCHOTO PAaCCTOSHHA. YCO-
BEPIICHCTBOBAHHBIH AITOPUTM, TTOJIYUCHHBIH C TOMOIIBIO
9KCTIEPUMEHTAIILHOTO aHajK3a, CTA0MIBHO MOKAa3bIBaeT
6oIree BBICOKYIO TOUHOCTb.

IIpakTHyecKasi 3HAYUMOCTb. DKCIIEPUMEHTHI [TOKa-
3aJld, YTO AJITOPUTM MOYKET aBTOMAaTHUCCKU Toiydarh K
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3HaYEHHUH LIEHTPOB KIACTEPOB U MOKa3bIBaeT 00Jee BBICO-
KYyI0 TOYHOCTB KJIACTEPHU3ALMH ITpU 00paboTKe HEN3BECT-
HBIX HA0OPOB JJAHHBIX.

KoatoueBble cioBa: kracmepuzayus, Kiacmepusayus
no memooy K-cpeouux, memoo MUHUMAKCHO2O PACCMOsi-
HUsl, NIOMHOCMb

Pexomenoosarno 0o nybnixayii O0okm. mexH. HayK

B. B. 'namywenxom Jlama HaoxoOdcenns — pyKkonucy
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