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Yaunr Ily. Mogenai morokiB AaHUX i MeToAu cHeHiaJbHMX 3aCTOCYBAaHb BHU3HAYEHMX MPOrpaMHUM
3a0e3meYyeHHAM MepekK. Po3risfacTbcsi HOBUH THIT IIEHTPaNli30BaHO KEPOBAaHMUX MEpex abo Mepex, 10 MporpaMHO
KoHQirypyroThes. [IpoaHarnizoBaHi apxiTeKkTypa i OCHOBHI OCOOJIMBOCTI Mepex, IO MPOrpaMHO KOH(Irypyrorbes. Ha
OCHOBI Teopii BEKTOPHHUX IMCKPETHHX HAIiBMAapPKIBCHKUX BHITAJKOBUX MPOIIECIB po3po0IeHa MaTeMaTHYHA MOICIh
MOTOKIB JaHuX. BUBYEHI mepeBarn Mepex, IO MPOrpaMHO KOH(DIrypyrOThCS, BaXKJIHMBI IS BUKOPHUCTOBYBAHHS B
CrelLiaIbHUX CUCTEMaX, 30KpeMa, B CHCTeMaX KPUTHYHOI'O 3aCTOCYBaHHS.

Knrouosi cnosa: mporpamHO-KOH(pirypoBana Mepexa, SDN, MOTIK JaHMX, MaTeMaTWYHAa MOJEIb, CHUCTEMa
KPUTHYHOTO 3aCTOCYBAHHS BUITAJIKOBHUH MPOIIEC

Yanr ly. Moneu noToKoB JaHHBIX U METOABI CHENHAIBLHBIX MPHJIOKEHUH ONpeieSIeHHbIX MPOrPaMMHBIM
oGecrieyeHneM ceTell. PaccMmaTpuBaeTcs HOBBIM THI IIEHTPAJM30BAHHO YIPaBISEMBIX  ceTell — MporpaMMHO-
KOH(GUTYypUpyemble ceTH. [IpoaHaaM3WpoBaHbl AapXUTEKTYpa W  OCHOBHBIE 0COOEHHOCTH  IIPOTPaMMHO-
KOH(GUTYypUpyeMbIX ceTell. Ha oCHOBE TeopuMm BEKTOPHBIX ITUCKPETHBIX MOITYMapKOBCKUX CIy4aliHBIX MpPOILIECCOB
pa3paboraHa MareMaTHuecKas MOJENb IMOTOKOB JIaHHBIX. M3ydeHbl mpeuMyIecTBa MpOorpaMMHO-KOH(UTYPHPYEMBIX
cereil, BayKHbIE JUIS UCTIONB30BAHUS B CIIEIHAIBHBIX CUCTEMAaX, B YaCTHOCTH, B CHCTEMAaX KPUTHYHOTO NPUMEHEHUSI.

Knrwouesvle cnoea: nporpamMHO-KOH(Hrypupyemasi cetb, SDN, THOTOK AaHHBIX, MaTeMaTHdecKas MOJENb,
cHcTeMa KpUTHYHOTO IPUMEHEHUs], CITydaliHbIH Iporecc

Chang Shu. The models of data flows and methods of special applications of software-defined networks.
New kind of centralized controlled networks — Software-Defined networks (SDN) is considered. The architecture and
main features of SDN are analysed. Mathematical model of data flows in SDN is developed on the basis of the discrete
vector semi-Markov random processes. The advantages of Software-Defined Networks important for application in
special systems including systems of critical applications are learned.

Keywords: software-defined networks, SDN, data flow, mathematical model, systems of critical applications,
random process

I. Introduction. Over the past several years, software-defined networking (SDN) has emerged
as a compelling reason for developing and deploying new network capabilities and services.
Centralizing the network control plane — the key idea behind SDN — has led to innovative
approaches to traffic engineering, reducing network energy consumption, and data centre network
management, e.g., [1, 2]. As SDN applications and configurations continue to grow in scale and
complexity, a primary challenge is how to develop and test new designs so that they behave as
expected when deployed in live settings and in systems of critical application [3].

In the SDN levels of management by a network and data communications are divided due to
the transfer of functions of management (by routers, switches etc.) in applications working on a
separate server (controller).

The personal interest of IT-companies in SDN is caused to those that such technologies allow
to promote efficiency of network equipment on 25-30%, reduce on 30% of expense on exploitation
of networks, convert the management by networks from the art in engineering, to promote safety
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and give possibility programmatic to create new services and operatively load them in the network
equipment to the users [4, 5].
Basic tasks of SDN are:
— division of processes of transmission and data management;
— single, compatible, independent from a supplier interface between the level of management
and level of data communication;
— logically centralized management by a network, carried out by a controller with the
set network operating system and realized over by network applications;

— virtualisation of physical resources of network.

This work is also related to recent efforts to improve the state of the art in debugging and
testing the correctness of SDN applications. Particularly, there are no some mathematical models of
traffic flows transfer and routing in SDN. So we consider the details of the design and
implementation of semi-Markov model of data distribution and transfer in the software-managed
network.

I1. Background. In the SDN architecture it is possible to select three levels (Fig. 1).

Application layer |

Applications

Management layer

Network infrastructure OpenFlow Interface i

Network node Network node e o o Network node

Fig. 1. Architecture of the Software Defined networks. API — applied program interface
1. Level of infrastructure is giving the set of networking issues (switches and data channels).

2. Management level, including the network operating system which provides to applications
network services and programmatic interface for the management by the networking issues
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and network.
3. Level of network applications for the flexible and effective management by a network.

For SDN OpenFlow is the most perspective and actively developing standard. It is the open
standard, in which the requirements, produced to the switch supporting the OpenFlow protocol for
the remote management, are described. Modern routers usually decide two basic tasks:

— data forwarding communication is advancement of packet from input port to certain output
port. It corresponds to the level of data communication, which collects the tools of
transmission (communication lines, path defining equipment, routers, switches);

— data management is treatment of packet and decision-making about that where to pass it
further, on the basis of current status of router, and level of management by the state of
tools of data communication.

In accordance with specification 1.3 of standard OpenFlow, co-operation of controller with a
switch is carried out by means of the OpenFlow protocol is every switch must contain one or more
flow tables, group table and to support a channel (OpenFlow channel) for communication with a
remote controller — server. Specification does not regulate architecture of controller and API for its
applications. Every table of flows in a switch contains the set of records (flow entries) about flows
or governed.

The OpenFlow Device consists, at least, from three components:

— flow tables;

— secure channel used for the management by a switch by the peripheral “intelligent”
device (by a controller);

— support of the OpenFlow protocol, used for the management.

The logically centralized data management in a network supposes taking away of all functions
of management by a network on a separate physical server, urgent by a controller, which is under
the authority of administrator of network. A controller can manage both one and by a few
OpenFlow-switches and contains the network operating system, giving network services on the
low-level management by a network, segments of network and state of network elements, and also
applications carrying out the high levelling management by a network and data flows. Network OS
(NOS) provides to applications access to the management by a network and constantly watches
configuration of tools of network. Unlike traditional interpretation of term of OS, under NOS they
understand programmatic system, which is providing monitoring, access and management by the
resources of whole network, instead of its concrete node. Like the traditional operating system,
NOS provides a programmatic interface for applications of management by a network and will
realize the mechanisms of management by the tables of switches: addition, delete, modification
collection of various statistics governed. Thus, NOS allows to create applications as the centralized
programs using the high levelling names, on the basis of such algorithms, as, for example,
algorithm of the Dijkstra search of short cut in a column, in place of the difficult distributed
algorithms like the Bellman — Ford algorithm, in terms of low-level addresses which are used in
modern routers. For controllers in SDN the requirement is very important of that all applications of
one controller at every the instant must have the identical picture of topology of network. As every
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controller can be connected with a few switches, and every switch — with a few controllers,
controllers managing the same switch can be united in a group controller (GK). All controllers of
the same GK must have the concerted picture of topology of that part of network, to which they
provide access. Such approach to construction of the distributed controller decides the problem of
scaled and promotes SDN break tolerance.

One of ideas, actively developed within the framework of SDN, is virtualisation of networks
with the purpose of more effective use of network resources. Under virtualisation of network the
isolation of network traffic is grouping (multiplexing) of a few data flows with different
descriptions are understood. Within the framework of one logical network, which can divide a
single physical network with other logical networks or network, cuts (network slices). Every such
cut can use addressing, the algorithms of routing, quality of services managements and etc.

Virtualisation of network allows:

— to promote efficiency of allocation of network resources and balance loading on them,;

to insulate the flows of different users and applications within the framework of one
physical network;

administrators of different cuts to use the politicians of routing and rule of flow control;

to conduct the experiments in a network, using the real physical network infrastructure;

to use in every cut only those services which concrete applications need.

Administrator can look on the centralized controller the SDN system after all network in single
presentation, due to what rise comfort of management, safety and implementation of row of other
tasks is simplified. Indeed, as an administrator sees all flows of traffic, it is easier to notice
encroachments, to appoint priorities to different types of traffic and develop the rules of reaction of
network at congestions and problems with the equipment.

III. Markov model of software-defined data flows. Before introducing notions of update
consistency, develop some formal model. Let the sequence of queries and responses of permanent-
update requests and atomic operations (e.g., packet arrival and departures at the switching node), is

discrete vector semi-Markov process d)(n) We suppose legal preposition that request g, |
precedes request ¢, in &(n), k<n and the response s, , precedes the request g, . Let &(n) is a
partial order component set of requests in d)(n) A request g, is considered as complete in d)(n)

if process d)(n) contains a response s, . A complete request is committed in d)(n) if its response is
Ack , or cancelled otherwise.

For a process d)(n), let ¥, [tl)(n)] denotes the set of rules resulting from sequential

composition and non-crossed queue of all committed rules in ® (n) as respects order in ¥ [(I)(n)] ,
1.e., no request g, is processed before any request g, , such that g, ,,q, are strictly ordered pairs.

Let ¥, [(I)(n)] is the set of rules that form a series of subsets of incomplete requests in @ (n)
. Thus, a rule 7~Qr, such that 7, e ¥, [®(n)]| and r, e ¥, [®(n)], is an aggregation of all a

priory installed rules and a subset of rules that are then being installed in @ (n) .

Cmop. 20



Hayxkogi 3anucku YH/II3. — 2013. — Ne4(28)

Following [6], we stipulate that every packet considered as the point in the state-space of @ (n)

joining the network generates a set of traces: sequences of located packets connected by
pseudorandom way, i.e., as numbered list of pairs [packet + port], indicating the order in which the
packets traverse the network. Without any loss of generality, we may suppose a path is consistent

with the rule 7, if all the events of the path are ordered relatively 7, . Let for a path C in the process
@ () the sub-process @, (n) denotes the prefix label of @ (7) up to the 1* event of {, i.e., up to

the moment when the corresponding packet enters the network.

IV. Conclusions. Due to the removal from the switches of loading on treatment of highway of
management, SDN allows to these devices to point the all resources at acceleration of moving of
traffic, that substantially promotes productivity. Thus due to virtualisation of management a
network go down charges on their construction and accompaniment. On results the tests conducted
on the base of the largest providers of the USA, the SDN use allows on 20-30% to multiply
utilization of the Data Centre resources and in once or twice reduce running expenses. The
programmatic tools SDN allow to the administrators to add a new functionality to already present
network architecture. Thus new functions will work on many platforms — they will not have to be
realized anew in switches software of every supplier. Due to centralized control and data
distribution these networks may be successfully applied in special systems, for example, in systems
of critical applications.
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