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Yanr ly. AnanTuBHa cucTeMa YNPaBJIAiHHS MepekeBUMTpadikoM 3 daraTonapaMeTpMYHHM HeNPSIMHUM
3BOPOTHUM 3B'SI3KOM. Y pPOOOTI IpeACTaBICHUH METOJ aJanTUBHOTO (DOPMYBaHHS IMOTOKIB MEPEXKHOro Tpadiky i
METOJl HACTPOWKU CHCTEM YIPABJIiHHS 3 HENPSMHM 3BOPOTHHM 3B'S3KOM. 32 PaxyHOK HasBHOCTI 3BOPOTHOT'O 3B'S3KY
MOXIIMBE MIJCTPOIOBAHHS TapaMeTpiB 1 CTpyKTypu (opMmyBaya TMiJi 3MiHM IHTEHCHBHOCTI 1 CTaTUCTHUYHI
XapaxkTepucTuku Tpagiky. Po3pobienuii anroput™ i mpuctpiii 6araromnapaMeTpudHoi aganraiii gopmyBada 10 3MiHA
Oe3nivi mapamerpiB BXimHoro Tpadiky. IlokaszaHo, 10 3rajJlaHdil aJrOpUTM Mae HabaraTo OUIbIIE CTEMEHIB CBOOOIH,
HDK TpaauLiiHi anroputMu GopMmyBaHHs Tpadiky. 3aBAsSKH IIbOMY 3a0€3MeYyeThCsl XOpolla THYYKICTh aJTOPUTMY i
eeKkTUBHE (PYHKIIIOHYBaHHS MEPEXi B IIUPOKOMY Jliara3oHi YMOB.

Knrouosi cnosa: mepexepuii Tpadik, CHCTEMa YIOpaBIiHHs], OaraTomapaMeTpHyHa ajamnTallis, HEIpPsSIMUA
3BOPOTHHUH 3B'S30K

Yanur lly. AjanTuBHasi cucTeMa yNpaBJeHHs ceTeBbIM TPapUKOM ¢ MHOronapaMeTpuyeckoil KOCBEeHHOI
o0paTHOii cBsA3bI0. B paboTe mpescraBiieH METO alaliTUBHOTO (JOPMUPOBAHHS TIOTOKOB CETEBOrO TpaduKka U METO[
HACTPOMKU CHUCTEM VIIPABJICHHS C KOCBCHHOW OOpaTHOW CBS3bIO. 3a CYET HAJIMYMs OOpAaTHOH CBSA3M BO3MOXKHA
MOJICTPOMKA TApaMETPOB M CTPYKTYphl (HOPMHUPOBATENS IO H3MEHEHUS WMHTECHCHMBHOCTH M CTaTHCTUYCCKUE
XapaKTepUCTUKU Tpaduka. PazpaboTaH alroput™ U yCTpOHCTBO MHOTOIIApAaMETPHUYCSCKOMN afanTanud GopMUpOBATENS K
M3MEHCHUI0O MHOXKECTBA TapaMeTpoB BXomsmiero tpaduka. [lokazaHO, YTO YIOMSHYTBIH aJrOpPUTM HUMEET ropasio
OoJNbIlIe CTEMeHEH CBOOOMABI, YeM TPATUIMOHHBIC aITrOPUTMBI (opMmMupoBanus Tpaduka. braromaps 3ToMmy
obecreynBaeTcss XOpolas THOKOCTh anroputma U 3(dekTuBHOEe (QYHKIIMOHUPOBAHUE CETH B IIMPOKOM JHUATIa30HE
YCIIOBU.

Knroueevle cnosa: cercBoii Tpaduk, CcUCTeMa yIpaBJICHHs, MHOrOIapaMeTpUYecKas ajanTalus, KOCBCHHas
oOpaTHas CBsI3b

Chang Shu. Adaptive control traffic rate by multivariable regulating token shaper. There are on the
presentation a method of the adaptive shaping of flows of network traffic and method of tuning of the control systems
with an indirect feedback. Due to availability feedback the adjustment parameters and structure of shaper to variations
of traffic intensity and statistical distributions is possible. The algorithm and device of multivariable adaptation of
shaper to changing the set of parameters of input traffic is developed. It was shown that mentioned algorithm has much
more ranges of freedom. So it has good flexibility and is able to provide efficient functioning of network in wide range
of conditions.
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I. Introduction

For bursty traffic flows with random time-varying rates, it makes sense to allocate bandwidth
less than the peak rates and assume that some capacity can be saved by statistical multiplexing [1].
When a large number of flows are multiplexed, it is unlikely that all flows will be bursting at their
peak rates simultaneously. Hence, an amount of bandwidth somewhat less than the sum of peak
rates is needed.

In any case, the delay through the queue and probability of buffer overflow are calculated for
the hypothetical traffic. If the delay and buffer overflow probability meet the desired QoS, then the
new traffic burst is accepted [2].

Algorithms of leaky and/or token bucket are using for policing/shaping network traffic [3].
Those algorithms can be deployed throughout network to ensure that a packet, or data source,
adheres to a stipulated contract and to determine the QoS to render the packet. Both policing and
shaping mechanisms use the traffic descriptor for a packet — indicated by the classification of the
packet — to ensure adherence and service.
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Policers and shapers usually identify traffic descriptor violations in an identical manner. They
usually differ, however, in the way they respond to violations, for example:
— a policer typically drops traffic. (For example, the CAR rate-limiting policer will either
drop the packet or rewrite its IP precedence, resetting the type of service bits in the packet header.);
— a shaper typically delays excess traffic using a buffer, or queuing mechanism, to hold
packets and shape the flow when the data rate of the source is higher than expected. (For example,
GTS and Class-Based Shaping use a weighted fair queue to delay packets in order to shape the
flow, and DTS and FRTS use either a priority queue, a custom queue, or a FIFO queue for the
same, depending on how you configure it.).
Traffic shaping and policing can work in tandem. For example, a good traffic-shaping scheme
should make it easy for nodes inside the network to detect misbehaving flows. This activity is
sometimes called policing the traffic of the flow.

II. Terms and definitions
The rate-limiting features of committed access rate (CAR) and the Traffic Policing feature
provide the functionality for policing traffic. The features of Generic Traffic Shaping (GTS), Class-
Based Shaping, Distributed Traffic Shaping (DTS), and Frame Relay Traffic Shaping (FRTS)
provide the functionality for shaping traffic.
A token bucket is a formal definition of a rate of transfer. It has three components: a burst size,

a mean rate, and a time interval (7, ). Although the mean rate M is generally represented as bits
per second, the relation shown as follows may derive any two values from the third: M = B, / 1.,

where B, is burst size.

Here are some definitions of these terms:
— mean rate — also called the committed information rate (CIR), it specifies how much data
can be sent or forwarded per unit time on average;
— burst size — also called the Committed Burst (B,) size, it specifies in bits (or bytes) per

burst how much traffic can be sent within a given unit of time to not create scheduling concerns.
(For a shaper, such as GTS, it specifies bits per burst; for a policer, such as, it specifies bytes per
burst.);

— time interval — also called the measurement interval, it specifies the time quantum in
seconds per burst.

A token bucket is used to manage a device that regulates the data in a flow. For example, the
regulator might be a traffic policer, such as CAR, or a traffic shaper, such as FRTS or GTS. A token
bucket itself has no discard or priority policy. Rather, a token bucket discards tokens and leaves to
the flow the problem of managing its transmission queue if the flow overdrives the regulator.

If not enough tokens are in the bucket to send a packet, the packet either waits until the bucket
has enough tokens (in the case of GTS) or the packet is discarded or marked down (in the case of
CAR). If the bucket is already full of tokens, incoming tokens overflow and are not available to
future packets.

Thus, at any time, the largest burst a source can send into the network is roughly proportional
to the size of the bucket.

Note that the token bucket mechanism used for traffic shaping has both a token bucket and a
data buffer, or queue; if it did not have a data buffer, it would be a policer. For traffic shaping,
packets that arrive that cannot be sent immediately are delayed in the data buffer.

For traffic shaping, a token bucket permits burstiness but bounds it. It guarantees that the
burstiness is bounded so that the flow will never send faster than the token bucket’s capacity,
divided by the time interval, plus the established rate at which tokens are placed in the token bucket.
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See the following formula: S =C, / 1, +E , where C, is token bucket capacity in bits, and

max
E is established rate in bps, and S fImax is maximum flow speed in bps.

This method of bounding burstiness also guarantees that the long-term transmission rate will
not exceed the established rate at which tokens are placed in the bucket.

A single CAR rate policy includes information about the rate limit, conform actions, and
exceed actions.

Each interface can have multiple CAR rate policies corresponding to different types of traffic.
For example, low priority traffic may be limited to a lower rate than high priority traffic. When
there are multiple rate policies, the router examines each policy in the order entered until the packet
matches. If no match is found, the default action is to send.

Rate policies can be independent: each rate policy deals with a different type of traffic.
Alternatively, rate policies can be cascading: a packet may be compared to multiple different rate
policies in succession.

Cascading of rate policies allows a series of rate limits to be applied to packets to specify more
granular policies (for example, you could rate limit total traffic on an access link to a specified sub
rate bandwidth and then rate limit World Wide Web traffic on the same link to a given proportion of
the sub rate limit) or to match packets against an ordered sequence of policies until an applicable
rate limit is encountered (for example, rate limiting several MAC addresses with different
bandwidth allocations at an exchange point). You can configure up to a 100 rate policies on a sub
interface.

Traffic policing allows to control the maximum rate of traffic sent or received on an interface,
and to partition a network into multiple priority levels or class of service (CoS). The Traffic
Policing feature manages the maximum rate of traffic through a token bucket algorithm. The token
bucket algorithm can use the user-configured values to determine the maximum rate of traffic
allowed on an interface at a given moment in time. The token bucket algorithm is affected by all
traffic entering or leaving (depending on where the traffic policy with Traffic Policing configured)
and is useful in managing network bandwidth in cases where several large packets are sent in the
same traffic stream.

The token bucket algorithm provides users with three actions for each packet: a conform action,
an exceed action, and an optional violate action. Traffic entering the interface with Traffic Policing
configured is placed in to one of these categories. Within these three categories, users can decide
packet treatments. For instance, packets that conform can be configured to be transmitted, packets
that exceed can be configured to be sent with a decreased priority, and packets that violate can be
configured to be dropped.

Traffic Policing is often configured on interfaces at the edge of a network to limit the rate of
traffic entering or leaving the network. In the most common Traffic Policing configurations, traffic
that conforms is transmitted and traffic that exceeds is sent with a decreased priority or is dropped.
Users can change these configuration options to suit their network needs.

The primary reasons you would use traffic shaping are to control access to available bandwidth,
to ensure that traffic conforms to the policies established for it, and to regulate the flow of traffic in
order to avoid congestion that can occur when the sent traffic exceeds the access speed of its
remote, target interface.

I11. Traditional Mechanism of Traffic Shaping
Traffic shaping smoothes traffic by storing traffic above the configured rate in a queue. When a
packet arrives at the interface for transmission, the following sequence happens:
1. If the queue is empty, the traffic shaper processes arriving packet at once:
— if possible, the traffic shaper sends the packet;
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— otherwise, the packet is placed in the queue.

2. If the queue is not empty, the packet is placed in the queue.
When packets are in the queue, the traffic shaper removes the number of packets it can send
from the queue every time interval.
Generic Traffic Shaping (GTS) shapes traffic by reducing outbound traffic flow
to avoid congestion by constraining traffic to a particular bit rate using the token bucket
mechanism (see Fig. 1).
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Fig. 1. Traditional token bucket mechanism

The description of token bucket algorithm

1. Token generator of the 7G, throws down in E bucket the tokens at a speed of E,, per

second. If a bucket is filled, excess tokens are dropped.
Time of filling 7 . = Eps [Epp .

2. The token generator throws down in a C bucket tokens at a speed of C,, per second. If a

bucket is filled, excess tokens dropped.
Time of filling 7, = Cys /Cp -

3. Tokens are in the £ and C buckets. Total length of the time interval occupied by token in
the £ bucket is equal T, =7, + 7T ge? where T, is length of token in the £ bucket; T ge it is length
of guard interval.

Total length of the time interval occupied by a token in a C bucket is equal

T. =T, +7T gc?
where T, is length of token ina C bucket; T g it is length of guard interval.
The number of tokens in the £ bucket is equal 7, ina C bucket equal 7, .
Then the total size of tokens in the £ bucket is equal 7, =n,-7,, in a C bucket equal
I.=n,7,.

c
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IV. Adaptive Mechanisms of Traffic Shaping
Adaptation to the change of length and instantaneous intensity of entering packets can be
carried out as follows:
- by changing length of token at permanent length of guard interval;
- by changing length of protective interval at permanent length of token;
- by changing size of "yellow range" [3];
- by changing size of data and token buffer memory.

A counter counts up the number of packets coming on the entrance of shaper. A store,
essentially, is discrete integrator, scalar or vector. Frequency of token generator is regulated
depending on the number of the accumulated packets, speed of accumulation (and in theory — and
higher derivative). At devastation of token buffer (bucket) the growth of speed can be limited, based
the parameters of incoming traffic and potential possibilities of destination node.

Anyway speeds of E,, and C,, will change to the limits which depend on the maximal
carrying capacity of switch node. It's expedient adapting to the change of middle intensity of
packets by the change of the speeds of £, and C,, and changing size of "yellow range".

The chart of multivariable adaptive token bucket mechanism is shown on Fig. 2 (changing size
of "yellow range" isn't shown).
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Fig. 2. The chart of multivariable adaptive token bucket mechanism
(changing size of "yellow range" isn't shown)
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M-range integrator with weight coefficients k, = k; (t),kz =k, (t),. Lk =k, (t) estimates
speed, acceleration and higher derivatives of packets flow. Control signals y (t - T), Yo (t - T),

Vig (l‘ - ‘C) regulate size of data and token buffers and frequency of tokens series. Those signals are

defined through traffic parameters including instant intensity and kind of statistic distribution (for
instance heavy-tail distribution if traffic is self-similar).

In practice it's inappropriate to calculate derivatives of accumulation process higher than o
(speed and acceleration) due to quick deterioration of precision of results. So those results will be
without effect on resulting efficiency of control process.

Besides the multivariable adaptive mechanisms of traffic shaping have a lot of ranges of
freedom in contrast with traditional approaches. As a result we get auxiliary options for storing of
arriving traffic and excluding packets loss and reduce the quantity of retransmission.

V. Conclusions

Traffic regulation mechanisms (referred to as policers and shapers) throughout network to
ensure that a packet, or data source, adheres to determine the QoS to render the packet. Both
policing and shaping mechanisms use the traffic descriptor for a packet indicated by the
classification of the packet to ensure adherence and service.

Proposed procedure of traffic shaping is rather simple and efficient. The results of modelling
shows that it is possible to limit the frequency of token generator till such value, when all input
traffic would been received and then transferred without losses and retransmissions.

In future work we are going to research sensibility of developed devices to deviations traffic
flows with various statistical distribution, including heavy-tail distributions adhere for self-similar
traffic.
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