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INTRODUCTION 
Accumulation and processing of infor-

mation is a problem related to the devel-
opment of human culture as a whole. De-
spite the length of theperiod of usage of 
information processing technology, the 
processes of accumulation of information in 
general and of education in particular still 
remain complex and inefficient. The variety 
and wealth of information create problems 
in the process of transmission and storage 
of information. 

The desire to detail and organize content 
leads to significant difficulties in the estab-
lishment of storage and flow control algo-
rithms . A significant influence is rendered 
by problems of language and formal differ-
ences between messages and stored data 
volumes. 

Finally, there is the problem of measur-
ing the amount of of information received 
by the storage system and contained in 
stored volumes. And the estimate of the 

maximum possible message volume of ac-
ceptable in the communication channel 
assessment does not hold any meaning in 
the case of accumulation of information. 

FORMULATION OF THE PROBLEM 
With the accumulation of information, 

whether it be training, formation of funds, 
simple storage of information, there are 
changes over time in the volume of useful 
or real information [1, 2]. A reflection of this 
is the representation of the model of the 
information accumulation process in the 
form of a dynamic system [3]. However, the 
complexity of evaluation of useful infor-
mation, for example, during information 
accumulation in the learning process [4], 
makes it advisable to use an asymptotic 
observer procedure that guarantees an es-
timation of the process according to the 
model analogously to the processes de-
scribed in [5,6]. Thus, the solution to the 
problem of information amount assess-
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ment requires solving the problem of iden-
tification of the model and the creation of 
an asymptotic observer procedure that al-
lows to minimize the estimation error. 

The aim of the article is the description 
of the recovery process for components of 
the information flow using the algorithm of 
search-less identification and asymptotic 
observation. 

Statement of the base material. The ap-
proaches used in controlling the size of the 
accumulated information are based on two 
main methods: 
1. Determination of the amount of infor-

mation stored based on the assessment 
of the amount of input information. 

2. Estimation of the amount of accumulat-
ed information based on its usefulness. 
In the first case, the stored information is 

not estimated while the amount of the 
loaded media is, and the storage system is 
described as a communication channel el-
ement. In the second case, the usefulness of 
accumulated information is measured. For 
this purpose the information storage sys-
tem is used (as a feedback loop or as asso-
ciative memory). Therefore, an algorithm 
for determining the amount of accumulat-
ed information has to include the formation 
of task system, recreation of the real situa-
tion, and a method of estimating the accu-
racy of the recreation has to be known. This 
is monitoring and testing with an artificial 
storage system, and conduction of exami-
nations or tests with people. Thus, one can 
imagine the procedure for validation of the 
amount and quality of accumulated 
knowledge as a deviation comparison with 
a certain model that serves as the base for 
the evaluation of the volume of accumulat-
ed knowledge. In this case, the main prob-
lem is to form an expert environment 
providing an adequate model of the prob-
lem. Based on the developed methods of 

formation of the expert environment [7], we 
assume that experts create a model of the 
dynamics of knowledge accumulation sys-
tem: 

 

ݐሶ௠ఌሺܫ െ ߬ሻ ൌ ݐ௠ఌሺࡵ௠ܣ െ ߬ሻ
൅  ሻݐ௠௫ሺࡵܤ

 (1) 
 

By comparing the model with the real 
dynamics equation: 

 

ݐሶఌሺܫ െ ߬ሻ ൌ ݐఌሺܫܣ െ ߬ሻ ൅  ሻ  (2)ݐ௫ሺܫܤ
 

Since the input message is controlled Imx=Ix. 
But output is estimated with a certain error, 
which is caused by inaccurate measurements, 
subjective errors and other errors that are 
most rationally attributed to random variation 
and treated as random errors. Thus, there are 
two uncertainties: the state of Ix is observed 
with the error ξ and the matrix of A is un-
known and needs assessment, as it deter-
mines the rate of change of information in the 
process of accumulation. The task of restoring 
the unknown state vector in the presence of a 
reserve of time is solved using the asymptotic 
observer algorithm. For a received message Ix+ 
ξ we construct a difference model: 

 

ݐሶఌሺܫ െ ߬ሻ െ ݐሶ௠ఌሺܫ െ ߬ሻ
ൌ ݐఌሺࡵܣ െ ߬ሻ
െ ݐ௠ఌሺࡵ௠ܣ െ ߬ሻ
൅ ݐ௫ሺࡵܤ െ ߬ሻ
െ  ሻݐ௠௫ሺࡵܤ

௬ࡵ ൌ ݐ௠ఌሺࡵ െ ߬ሻ ൅  ሻݐሺߦ

 (3) 

 

Since Imx=Ix, and the matrix of the object 
is determined with an error up to the error 
matrix: А-Аm=ΔА, we can say: 
ݐሶሺߝ െ ߬ሻ ൌ ݐሶఌሺܫ െ ߬ሻ െ ݐሶ௠ఌሺܫ െ ߬ሻ 
ݐሶሺߝ െ ߬ሻ ൌ ݐሺߝ௠ܣ െ ߬ሻ ൅ ݐఌሺࡵܣ∆

െ ߬ሻ 
௬ࡵ ൌ ݐఌሺࡵ െ ߬ሻ ൅  ሻݐሺߦ

(4) 

 

The object matrix is determined based 
on the error matrix and the model matrix: 
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ment requires solving the problem of iden-
tification of the model and the creation of 
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The aim of the article is the description 
of the recovery process for components of 
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ܣ ൌ ௠ܣ ൅ ܣ∆  (5) 
 

Based on the possibility of multiple tests, 
we assume unbiased estimates for the dis-
turbances: 

 

ሻሽݐሺߦሼܯ ൌ 0  (6) 
 

Then, using an asymptotic observer al-
gorithm, we restore the value of the state 
vector. Introducing the observer matrix D, 
we receive the observer equation: 

 

ݐሶሺߝ െ ߬ሻ ൌ ሺܣ௠ ൅ ݐሺߝሻܦ െ ߬ሻ
൅ ݐఌሺࡵܣ∆ െ ߬ሻ  (7) 

 

It is obvious that when testing the sys-
tem during the accumulation of knowledge 
the component associated with the uncer-
tainty of the system matrix will cause a sig-
nificant error in estimating the state. How-

ever, replacing the state vector of the ob-
ject with itsestimate: 

 

ݐఌሺࡵ െ ߬ሻ ൌ ௜௝ൟࡵ൛ܯ ൌ  ത  (8)ࡵ
 

Proceeding to the current time, we ob-
tain: 

 

ሻݐሶሺߝ ൌ ሺܣ௠ ൅ ሻݐሺߝሻܦ ൅  ሻ  (9)ݐതሺࡵܣ∆
 

Sinceinthisequationtheonlyunknownma-
trixisΔА with nn   dimensions, weconduct

nn  independenttestsandobtainthesys-
temofequations: 

 

ሻݐ௜௝ሺܫܣ∆ ൌ ሻݐሶ௜௝ሺߝ െ ሺܣ௠ ൅ ,ሻݐ௜௝ሺߝሻܦ
݅ ൌ 1, ݊,തതതതത ݆ ൌ 1, ݊തതതതത 

 (10) 

 

The solution of this system allows us to 
find the estimate of the error matrix and 
construct an iterative procedure: 

 
௜௝		̅	ܫ௞ܣ∆

௞ ሺݐሻ ൌ ௜௝			ሶߝ
௞ ሺݐሻ െ ൫ሺܣ௠ ൅ ௞ିଵሻܣ∆ ൅ ߝ൯ܦ ௜௝

௞ ሺݐሻ, ݅ ൌ 1, ݊തതതതത, ݆ ൌ 1, ݊തതതതത, ݇ ൌ 	1,݉തതതതതത.		 (11) 
 
To improve the procedure, we discard 

the results that do not lead to a decrease in 
the error vector. Thus, we obtain a proce-
dure for recovery of the state vector and 
determination of the matrix of the object. It 
is important to bear in mind that to get lin-
ear utility estimates we need quadratic es-
timates due to the norm and metric of the 
information space of the information ac-
cumulation system. Indeed, 
usingtheestimateμ=I2weobtain 

ߤ ቌܫ௠ඨ
ƒ

ƒ௠
ቍ

ଶ

ൌ
௠ଶܫ

ƒ௠
ƒ (12) 

 

Thus, we get a direct evaluation of the 
usefulness of the accumulated knowledge. 
When choosing matrix D, we use the pro-
cedure convergence condition: the matrix 
Am + D must satisfy the Hurwitz condition 

and provide a model velocity above the 
speed of subject's movement. An essential 
feature of the algorithm is adherence to the 
requirements of the fundamental theorem 
of identifiability towards models: the meas-
urement and control points should not be 
in the same time, which guarantees the 
linear independence of the measurements. 
The second point which is taken into ac-
count in the procedure is the screening of 
measurements with low value of the devia-
tion from the model object. This is due to 
computational difficulties and poor condi-
tioning of the matrix system of equations 
being solved. Analyzing the capability of 
the identification procedure, consider, for 
example, a fourth-order object with object, 
model, and control matrices, table 1.  
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Таблица 1. 
Model and object parameters 

A Am B 
0     1     0     0
0     0     1     0 
0     0     0     1 

-1    -4    -6    -4 

0     1     0     0
0     0     1     0 
0     0     0     1 

-1    -1    -1    -1 

0     0 
0     0 
0     0 
0     1 

 
We regard the starting point of the ob-

ject's trajectory as unknown, so we select 
zero as the starting point of the motion 
model. The task of monitoring the state of 

the object we lay on the asymptotic ob-
server. The phase portrait and trajectories 
of the observer are shown in Fig. 1. 

  

Fig. 1. The phase portrait and trajectories of the observer 

 

But to accurately restore the state of the 
object we need to know the model. In the 
designed procedure the coordinate recov-
ery alternates with the identification cycle 

(Fig. 2), which enables the use of the proce-
dure for non-stationary objects, which are 
typical for tasks of accumulation of infor-
mation and education. 

 
Fig. 2. Restoration cycles for states 1 and 3 and identification of 2. 

 
 

When choosing an identification method 
the priority is given to the simplicity and 
speed of the convergence procedure. The 
considered procedure requires a solution of 

four equations. Thus, the solution to four 
systems of equations guarantees the de-
termination of a correction matrix to the 
model matrix. At the same time, the identi-
fication operation is performed up until to 

bject 

odel 



 
 

58 

ПРОБЛЕМИ ІНФОРМАЦІЙНИХ ТЕХНОЛОГІЙ 

ܣ ൌ ௠ܣ ൅ ܣ∆  (5) 
 

Based on the possibility of multiple tests, 
we assume unbiased estimates for the dis-
turbances: 

 

ሻሽݐሺߦሼܯ ൌ 0  (6) 
 

Then, using an asymptotic observer al-
gorithm, we restore the value of the state 
vector. Introducing the observer matrix D, 
we receive the observer equation: 

 

ݐሶሺߝ െ ߬ሻ ൌ ሺܣ௠ ൅ ݐሺߝሻܦ െ ߬ሻ
൅ ݐఌሺࡵܣ∆ െ ߬ሻ  (7) 

 

It is obvious that when testing the sys-
tem during the accumulation of knowledge 
the component associated with the uncer-
tainty of the system matrix will cause a sig-
nificant error in estimating the state. How-

ever, replacing the state vector of the ob-
ject with itsestimate: 

 

ݐఌሺࡵ െ ߬ሻ ൌ ௜௝ൟࡵ൛ܯ ൌ  ത  (8)ࡵ
 

Proceeding to the current time, we ob-
tain: 

 

ሻݐሶሺߝ ൌ ሺܣ௠ ൅ ሻݐሺߝሻܦ ൅  ሻ  (9)ݐതሺࡵܣ∆
 

Sinceinthisequationtheonlyunknownma-
trixisΔА with nn   dimensions, weconduct

nn  independenttestsandobtainthesys-
temofequations: 

 

ሻݐ௜௝ሺܫܣ∆ ൌ ሻݐሶ௜௝ሺߝ െ ሺܣ௠ ൅ ,ሻݐ௜௝ሺߝሻܦ
݅ ൌ 1, ݊,തതതതത ݆ ൌ 1, ݊തതതതത 

 (10) 

 

The solution of this system allows us to 
find the estimate of the error matrix and 
construct an iterative procedure: 

 
௜௝		̅	ܫ௞ܣ∆

௞ ሺݐሻ ൌ ௜௝			ሶߝ
௞ ሺݐሻ െ ൫ሺܣ௠ ൅ ௞ିଵሻܣ∆ ൅ ߝ൯ܦ ௜௝

௞ ሺݐሻ, ݅ ൌ 1, ݊തതതതത, ݆ ൌ 1, ݊തതതതത, ݇ ൌ 	1,݉തതതതതത.		 (11) 
 
To improve the procedure, we discard 

the results that do not lead to a decrease in 
the error vector. Thus, we obtain a proce-
dure for recovery of the state vector and 
determination of the matrix of the object. It 
is important to bear in mind that to get lin-
ear utility estimates we need quadratic es-
timates due to the norm and metric of the 
information space of the information ac-
cumulation system. Indeed, 
usingtheestimateμ=I2weobtain 

ߤ ቌܫ௠ඨ
ƒ

ƒ௠
ቍ

ଶ

ൌ
௠ଶܫ

ƒ௠
ƒ (12) 

 

Thus, we get a direct evaluation of the 
usefulness of the accumulated knowledge. 
When choosing matrix D, we use the pro-
cedure convergence condition: the matrix 
Am + D must satisfy the Hurwitz condition 

and provide a model velocity above the 
speed of subject's movement. An essential 
feature of the algorithm is adherence to the 
requirements of the fundamental theorem 
of identifiability towards models: the meas-
urement and control points should not be 
in the same time, which guarantees the 
linear independence of the measurements. 
The second point which is taken into ac-
count in the procedure is the screening of 
measurements with low value of the devia-
tion from the model object. This is due to 
computational difficulties and poor condi-
tioning of the matrix system of equations 
being solved. Analyzing the capability of 
the identification procedure, consider, for 
example, a fourth-order object with object, 
model, and control matrices, table 1.  

 

 

 
 

59 

# 20 (2016) 

Таблица 1. 
Model and object parameters 

A Am B 
0     1     0     0
0     0     1     0 
0     0     0     1 

-1    -4    -6    -4 

0     1     0     0
0     0     1     0 
0     0     0     1 

-1    -1    -1    -1 

0     0 
0     0 
0     0 
0     1 

 
We regard the starting point of the ob-

ject's trajectory as unknown, so we select 
zero as the starting point of the motion 
model. The task of monitoring the state of 

the object we lay on the asymptotic ob-
server. The phase portrait and trajectories 
of the observer are shown in Fig. 1. 

  

Fig. 1. The phase portrait and trajectories of the observer 

 

But to accurately restore the state of the 
object we need to know the model. In the 
designed procedure the coordinate recov-
ery alternates with the identification cycle 

(Fig. 2), which enables the use of the proce-
dure for non-stationary objects, which are 
typical for tasks of accumulation of infor-
mation and education. 

 
Fig. 2. Restoration cycles for states 1 and 3 and identification of 2. 

 
 

When choosing an identification method 
the priority is given to the simplicity and 
speed of the convergence procedure. The 
considered procedure requires a solution of 

four equations. Thus, the solution to four 
systems of equations guarantees the de-
termination of a correction matrix to the 
model matrix. At the same time, the identi-
fication operation is performed up until to 

bject 

odel 



 
 

60 

ПРОБЛЕМИ ІНФОРМАЦІЙНИХ ТЕХНОЛОГІЙ 

the beginning of the state vector restora-
tion operation, which allows you to com-

plete the process in two cycles, Fig. 3. 

 

 
Fig. 3. Dynamics of the system's behavior and its phase portrait in the identification pro-

cess. 
 
Thus, the use of search-less identification 

algorithm together with the asymptotic 
observer algorithm allows us to determine 
the model parameters and to assess the 
state of the object at a minimum cost in 
system resources. 

The essential advantage of the method is 
its independence from transport delays, as 
the management is applied to the object 
and the model at once. The estimation of 
the delay is not difficult, as it is sufficient to 
measure the time between exposure and 
response. 

However, information technology of the 
accumulation of knowledge includes not 
only the storage of the data, but also a di-
rected selection and information retrieval 
process, which requires implementation of 
control algorithms.  

The stationary filtration problem in-
volves the creation of an algorithm capable 
of the best, in the sense of a predetermined 
criterion, method to implement the data 
flow processing. This problem is generally 
identified with the Wiener problem [6]. 

 
Fig. 4. An asymptotic observer. 

The task of non-stationary filtration relies 
on the identification process and is imple-
mented as an object model control algo-
rithm. These tasksare combined into 
theKalman problem [7].  

The most straightforward and flexible 
implementation of model-based filtering is 
the asymptotic observer [8]. Indeed, chang-
ing the feedback matrix in the observer's 
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State monitoring cycle 

Identification cycle State monitoring cycle
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error chain, you can get results from the 
suppression of the deterministic compo-
nent to calculating the mathematical ex-
pectation of the process. 

Consider an asymptotic observer algo-
rithm based on comparing the current pro-
cess x in the dynamic system of object and 
process of model xm (Fig. 4): 

To measure the state estimation error η 
and the conditions of the exact model, 
which is achieved by identification, we'll 
write the equations of the object and mod-
el dynamics: 

 

ሶ࢞ ൌ ݔܣ ൅  ݑܤ
ሶ࢞ ௠ ൌ ௠ݔ௠ܣ ൅  (13) ݑܤ

 

For the precise model A=Am and the error 
vector ε=x-xmwe get the observer dynamics 
equation 

 

ሶߝ ൌ ሺܣ ൅ ܵሻ(14) ߝ 
 

Since in this taskthe management costs 
are insignificant, the initial and edge condi-
tions converge, and the objective function-
al integrand contains only the quadratic 
formof the error: 

 

ܬ ൌ නݐ݀ߝ்ܳߝ

௧

଴

 (15) 

 

The Hamiltonian function, in this case, 
has the form: 

 

ܪ ൌ ߝ்ܳߝ ൅ ܣሺ்ߣ ൅ ܵሻ(16) ߝ 
 

Since neither the target's functional nor 
the Hamiltonian function depend on con-
trol: 

 

ܪ∂
ܝ∂

ൌ 0 (17) 
 

Therefore, management can be consid-
ered constant. 

Assuming the convexity of the functional 
purpose, as determined by its structure, we 
can write the optimality conditions in the 
Bellman form: 

 

∗ߝ
௨ୀ௨∗
ሱۛ ሮۛ ܪ݊݅݉ ൌ ݉݅݊ሼߝ்ܳߝ ൅ ܣሺ்ߣ

൅ ܵሻߝሽ 
(18) 

 

A special role in this case is played by the 
Lagrange multiplier. As is well known [9], in 
the Bellman problem, leading, in this case, 
to the synthesis of a Kalman filter, the La-
grange multiplier is determined by the type 
of the target's functional's integrand: 

 

ߣ ൌ
∂V
∂ε

ൌ ்்ܳߝ2 ൌ  (19) ்ܳߝ2
 

Leading to: 
ߝ்ܳߝ ൅ ܣሺ்ߣ ൅ ܵሻߝ

ൌ ߝ்ܳߝ ൅ ܣሺ்ܳߝ2
൅ ܵሻߝ 

(20) 

 

Whichenables us to writethe optimality 
condition in the form: 

ܫሺ்ܳߝ ൅ 2ሺܣ ൅ ܵሻሻߝ → ݉݅݊ (21) 
 

Since the matrix Q is a matrix of a quad-
ratic form, the the minimum condition is 
reached when the sum of the object matrix 
and the observer connection matrix is zero 

ܵ ൌ െ(22) ܣ 
 

Consequently, the feedback loop in the 
observer must be negative. Given the ana-
lyticity of the target's functional, we can 
write a strong optimum condition 

 

ܫ൫்ܳߝ݊݅݉ ൅ 2ሺܣ ൅ ܵሻ൯ߝ ൌ 0 (23) 
 

Consequently, the observer feedback 
matrix is defined as 

 

ܵ ൌ െ
1
2
ܫ െ  (24) ܣ

 

The result is interpreted simply. Indeed, 
with the observer at work the movements 



 
 

60 

ПРОБЛЕМИ ІНФОРМАЦІЙНИХ ТЕХНОЛОГІЙ 

the beginning of the state vector restora-
tion operation, which allows you to com-

plete the process in two cycles, Fig. 3. 

 

 
Fig. 3. Dynamics of the system's behavior and its phase portrait in the identification pro-

cess. 
 
Thus, the use of search-less identification 

algorithm together with the asymptotic 
observer algorithm allows us to determine 
the model parameters and to assess the 
state of the object at a minimum cost in 
system resources. 

The essential advantage of the method is 
its independence from transport delays, as 
the management is applied to the object 
and the model at once. The estimation of 
the delay is not difficult, as it is sufficient to 
measure the time between exposure and 
response. 

However, information technology of the 
accumulation of knowledge includes not 
only the storage of the data, but also a di-
rected selection and information retrieval 
process, which requires implementation of 
control algorithms.  

The stationary filtration problem in-
volves the creation of an algorithm capable 
of the best, in the sense of a predetermined 
criterion, method to implement the data 
flow processing. This problem is generally 
identified with the Wiener problem [6]. 

 
Fig. 4. An asymptotic observer. 

The task of non-stationary filtration relies 
on the identification process and is imple-
mented as an object model control algo-
rithm. These tasksare combined into 
theKalman problem [7].  

The most straightforward and flexible 
implementation of model-based filtering is 
the asymptotic observer [8]. Indeed, chang-
ing the feedback matrix in the observer's 
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error chain, you can get results from the 
suppression of the deterministic compo-
nent to calculating the mathematical ex-
pectation of the process. 

Consider an asymptotic observer algo-
rithm based on comparing the current pro-
cess x in the dynamic system of object and 
process of model xm (Fig. 4): 

To measure the state estimation error η 
and the conditions of the exact model, 
which is achieved by identification, we'll 
write the equations of the object and mod-
el dynamics: 
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For the precise model A=Am and the error 
vector ε=x-xmwe get the observer dynamics 
equation 
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Since in this taskthe management costs 
are insignificant, the initial and edge condi-
tions converge, and the objective function-
al integrand contains only the quadratic 
formof the error: 
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The Hamiltonian function, in this case, 
has the form: 
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Since neither the target's functional nor 
the Hamiltonian function depend on con-
trol: 
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ered constant. 

Assuming the convexity of the functional 
purpose, as determined by its structure, we 
can write the optimality conditions in the 
Bellman form: 
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A special role in this case is played by the 
Lagrange multiplier. As is well known [9], in 
the Bellman problem, leading, in this case, 
to the synthesis of a Kalman filter, the La-
grange multiplier is determined by the type 
of the target's functional's integrand: 
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Whichenables us to writethe optimality 
condition in the form: 

ܫሺ்ܳߝ ൅ 2ሺܣ ൅ ܵሻሻߝ → ݉݅݊ (21) 
 

Since the matrix Q is a matrix of a quad-
ratic form, the the minimum condition is 
reached when the sum of the object matrix 
and the observer connection matrix is zero 

ܵ ൌ െ(22) ܣ 
 

Consequently, the feedback loop in the 
observer must be negative. Given the ana-
lyticity of the target's functional, we can 
write a strong optimum condition 
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Consequently, the observer feedback 
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of the object and the model differ by the 
value ε and hence the error is: 

 

ߝ ൌ ݔ ൅ ߟ െ  ௠ (25)ݔ
 

Assuming S=-A, we get 
ሶߝ ൌ ߝܣ ൅ ߟܣ െ  (26) ߝܣ

 

Consequently, the relationship between 
the error and is determined by the differen-
tial equation: 

 

ߝ݀
ݐ݀

ൌ  (27) ߟܣ
 

Given that the error consists of the devi-
ation of the states and the measuerd ob-
ject's state error, we can write: 

ߟ݀
ݐ݀

ൌ ఎܣ െ
ߝ݀
ݐ݀

 (28) 
 

Then for an object with a Hurwitz object 
matrix we obtain a system with administration 
converging to zero, and measurement error is 
reduced, at the same time with a decrease in 
the state estimation error (Fig. 5). 

 

Fig. 5. The quadratic errorof an optimal observer. 

CONCLUSIONS 
Thus, by using the feedback for optimal 

filtering of measurement errors, it is possi-
ble to provide both the evaluation of the 
measurement object and the eliminationof 
errors. Therefore, we can draw the follow-
ing conclusions: 
1. Using identification procedures together 

with the restoration of the state of the 
procedure eliminates the uncertainty of 
the system model. 

2. The proposed method of observer calcu-
lation allows us to remove the effect of 
measurement errors in the assessment of 
the information. 
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ПОСТАНОВКА ПРОБЛЕМЫ 
Известно, что треугольник Паскаля со-

ставляют так называемые биномиальные 
коэффициенты. Биномиальные и трино-
миальные коэффициенты часто встреча-
ются при решении комбинаторных, ма-
тематических и физических задач, а так-
же в различных технических приложени-
ях. Так, во многих задачах физической и 
химической кинетики, при исследовании 
вероятностных процессов, а также в за-
дачах теории информации часто возни-
кает необходимость вычислять различ-
ные конфигурации на множествах, в 
частности числа сочетаний m

nC , то есть 
биномиальные коэффициенты. Чаще все-
го в этих случаях для вычисления факто-
риалов используют известную прибли-
жённую формулу Стирлинга, которая да-
ёт достаточно грубое приближение. По-
этому задача отыскания более точного 
приближения является актуальной. 

Известно также, что асимптотикой би-
номиального распределения является 

нормальное (гауссовское) распределе-
ние. Однако оно реализуется c хорошей 
точностью лишь для достаточно больших 
номеров строк, в пределе при n→∞. Кон-
кретные же сведения о «кинетике» этого 
приближения; о том, каким образом из-
меняются числовые характеристики ап-
проксимирующего нормального распре-
деления при увеличении номера строки, 
отсутствуют. 

АНАЛИЗ ПУБЛИКАЦИЙ 
Треугольнику Паскаля посвящена до-

вольно обширная литература [3-10], в 
которой выделяются две фундаменталь-
ные монографии [3, 4], где биномиаль-
ным коэффициентам посвящены отдель-
ные главы. В книге Р. Грэхема, Д. Кнута и 
О. Паташника «Конкретная математика. 
Основание информатики» [3] в главе «Би-
номиальные коэффициенты» рассматри-
ваются доказательства многочисленных 
тождеств (часто совершенно удивитель-




