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SPEEDED SEARCH OF THE PERIODIC PROCESSES  

OF DYNAMICAL SYSTEMS 

Ɉ.Ʌ. ɒɩаɤ. ɉриɫɤɨреɧиɣ ɩɨɲɭɤ ɩеріɨɞиɱɧиɯ ɩрɨɰеɫів ɞиɧɚɦіɱɧиɯ ɫиɫɬеɦ. Моɞɟɥɸɜаɧɧɹ ɩɟɪіоɞиɱɧиɯ ɩɪоɰɟɫіɜ ɟɥɟɤɬɪо-
ɦаɝɧіɬɧиɯ ɩɪиɫɬɪоʀɜ є ɫɤɥаɞɧоɸ ɩɪоɛɥɟɦоɸ. Ɂаɜɞаɧɧɹ ɩоɲɭɤɭ ɩɟɪіоɞиɱɧиɯ ɪоɡɜ’ɹɡаɧь ɧɟɥіɧіɣɧиɯ ɞиɮɟɪɟɧɰіаɥьɧиɯ ɪіɜɧɹɧь ɫɤɥаɞ-

ɧіɲɟ, ɧіɠ ɡаɞаɱа Коɲі іɧɬɟɝɪɭɜаɧɧɹ ɰиɯ ɪіɜɧɹɧь, оɫɤіɥьɤи ɜоɧо ɧаɤɥаɞає ɧа ɪоɡɜ’ɹɡаɧɧɹ ɭɦоɜɭ ɩɟɪіоɞиɱɧоɫɬі, ɬоɛɬо ɡаɞаɱа ɫɬає 
ɞɜоɬоɱɤоɜоɸ Ɍ-ɩɟɪіоɞиɱɧоɸ ɤɪаɣоɜоɸ ɡаɞаɱɟɸ ɧɟɥіɧіɣɧиɯ ɞиɮɟɪɟɧɰіаɥьɧиɯ ɪіɜɧɹɧь. Мɟɬа: Мɟɬоɸ ɪоɛоɬи є ɫɩɪощɟɧɧɹ ɦɟɬоɞɭ 
оɛɱиɫɥɟɧɧɹ ɟɥɟɦɟɧɬіɜ ɦаɬɪиɰі ɱɭɬɥиɜоɫɬі ɩаɪаɦɟɬɪіɜ оɛ’єɤɬа ɞо ɫɜоʀɯ ɩоɱаɬɤоɜиɯ ɭɦоɜ ɲɥɹɯоɦ аɧаɥіɬиɱɧоɝо ɪоɡɜ’ɹɡаɧɧɹ ɪіɜɧɹɧь 
ɩɟɪɲоʀ ɜаɪіаɰіʀ. Маɬɟріаɥɢ і ɦɟɬоɞɢ: ɉɪоɩоɧɭєɬьɫɹ оɛɱиɫɥɸɜаɬи ɟɥɟɦɟɧɬи ɦаɬɪиɰі ɦоɞɟɥі ɱɭɬɥиɜоɫɬі ɞо ɩоɱаɬɤоɜиɯ ɭɦоɜ іɡ  
ɜаɪіаɰіɣɧиɯ ɪіɜɧɹɧь ɧɟ ɲɥɹɯоɦ ʀɯ ɫɭɦіɫɧоɝо ɱиɫɟɥьɧоɝо іɧɬɟɝɪɭɜаɧɧɹ ɪаɡоɦ ɡ ɜиɯіɞɧиɦи ɪіɜɧɹɧɧɹɦи ɧа ɩɟɪіоɞі, а ɲɭɤаɬи ɡаɝаɥьɧɟ 
ɪоɡɜ’ɹɡаɧɧɹ ɰиɯ ɪіɜɧɹɧь ɡ ɜиɤоɪиɫɬаɧɧɹɦ ɩɟɪɟɯіɞɧоʀ ɦаɬɪиɰі ɫɬаɧɭ. ɉɪи ɰьоɦɭ ɡаɥиɲаєɬьɫɹ ɧɟɡɦіɧɧиɦ ɩоɪɹɞоɤ ɪіɜɧɹɧь оɛ’єɤɬа, 
ɡɧіɦаɸɬьɫɹ оɛɦɟɠɟɧɧɹ ɧа ɡаɫɬоɫɭɜаɧɧɹ ɦɟɬоɞɭ ɞɥɹ аɧаɥіɡɭ ɫɤɥаɞɧиɯ ɞиɧаɦіɱɧиɯ ɫиɫɬɟɦ, ɡɧаɱɧо ɩоɤɪащɭєɬьɫɹ ɣоɝо ɟɮɟɤɬиɜɧіɫɬь. 
Рɟɡɭɥьɬаɬɢ: Ɂаɜɞɹɤи ɧɟɡаɥɟɠɧоɫɬі ɞиɮɟɪɟɧɰіаɥьɧиɯ ɪіɜɧɹɧь ɭ ɜаɪіаɰіɹɯ ɜіɞ ɡоɜɧіɲɧьоɝо ɜɩɥиɜɭ ɜоɧи ɫɬаɸɬь оɞɧоɪіɞɧоɸ ɫиɫɬɟ-
ɦоɸ ɥіɧіɣɧиɯ ɞиɮɟɪɟɧɰіаɥьɧиɯ ɪіɜɧɹɧь. Таɤиɣ ɩіɞɯіɞ ɫɭɬɬєɜо ɫɩɪощɭє аɧаɥіɡ і ɡɧіɦає оɛɦɟɠɟɧɧɹ ɧа ɡаɫɬоɫɭɜаɧɧɹ ɦɟɬоɞɭ ɱɭɬɥиɜоɫ-
ɬі ɞо ɩоɱаɬɤоɜиɯ ɭɦоɜ ɩɪи ɞоɫɥіɞɠɟɧɧі ɞиɧаɦіɱɧиɯ ɫиɫɬɟɦ ɛɭɞь-ɹɤоʀ ɫɤɥаɞɧоɫɬі. 

Ключові слова: ɦоɞɟɥь ɱɭɬɥиɜоɫɬі ɞо ɩоɱаɬɤоɜиɯ ɭɦоɜ, ɜаɪіаɰіɣɧі ɪіɜɧɹɧɧɹ, ɩɟɪіоɞиɱɧиɣ ɩɪоɰɟɫ. 

O.L. Shpak. Speeded search of the periodic processes of dynamical systems. Modelling of periodic processes of electromagnetic 

devices is a complex problem. The task of finding of periodic solutions of nonlinear differential equations is more complex than the Cauchy 

task of integrating of these equations because it imposes another condition on the solution ⎯ the condition of periodicity, that is it becomes a 

point-to-point T-periodic boundary value problem of nonlinear differential equations. Aim: The aim of the work is to simplify the computing 

method of the sensitivity matrix elements of the object parameters to their initial conditions by analytical solution of the equations of first 

variation. Materials and Methods: The author proposed to calculate the matrix elements of the sensitivity model to the initial conditions of 

the variational equations not through their joint numerical integration with the original equations in the period but to search for the common 

solution of these equations by means of using a transition state matrix. In this case the order of the equations of the object remains the same, 

restrictions on the method use for analysis of complex dynamical systems are removed and its efficiency improves significantly. Results: 

Due to the independence of differential equations in variations from external influence, they become a homogeneous system of linear dif-

ferential equations. This approach greatly simplifies the analysis and removes the restrictions on the application of the method of sensitivity 

to initial conditions during the study of dynamical systems of any complexity. 
Keywords: sensitivity model to initial conditions, variational equations, periodic process. 

 

Introduction. Modelling of periodic processes of electromagnetic devices is a complex problem 

due to the necessity of taking into account of physical phenomena of different nature ⎯ electro-

magnetic, mechanical, thermal etc. The nonlinearity of the electromagnetic communication of such 

devices is caused by the desire of maximum use of active materials such as steel of magnetic cores. 

Nominal operating modes of the majority of electrical devices are periodic, that is their coordi-

nates (current, tension, interlinkage etc.) are periodic functions of time. The task of finding of periodic 

solutions of nonlinear differential equations is more complex than the Cauchy task of integrating of 

these equations from the initial conditions to establishment because it imposes another condition on 

the solution ⎯ the condition of periodicity, that is it becomes a point-to-point T-periodic boundary 

value problem of nonlinear differential equations. 

The basic calculation methods of periodic processes of nonlinear systems in time domain are 

such methods as pseudo viscosity, extrapolation [1], gradient [2] and quasi Newton method, or method 

which is focused on the definition of the vector of the initial values, corresponding to the established 

mode of the system. 

The pseudo viscosity method comprises an integration of the state equations for many periods, 

necessary for the damping of transient processes. This approach probably is the best for systems in 

which the stationary regime is achieved during small number of reaction periods. However, in most 
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technical systems the transient process dies during hundreds of periods. In such circumstances, even 

the use of modern highly effective methods of numerical integration may require large calculating  

expenses. In addition, the accumulation of numerical integration errors can unacceptably distort the 

real process; that is evidenced by a large number of practical calculations. 

The advantage of the extrapolation method is quadratic convergence and absence of the need to 

calculate the gradients or the Jacobian matrix. However, this method requires integration of the system 

of equations for a sufficiently large number of p + q periods. In this case the possibility to find stable 

and unstable modes is being lost. 

The gradient method is based on the mathematical task of optimization of system parameters and 

the finding of an extremum of the objective function in the presence of restrictions. This method is 

difficult for the algorithm constructing and is rarely used in practice. 

The aim of the work is to simplify the computing method of the sensitivity matrix elements of 

the object parameters to their initial conditions by analytical solution of the equations of first variation. 

Materials and Methods. The author analyses some features of the modelling of periodic      pro-

cesses using the method of sensitivity model to initial conditions. There is a computational      com-

plexity of dynamical systems because it is difficult to determine the vector of initial conditions, corre-

sponding to established operation mode. 

Let us consider a system of nonlinear differential equations, describing a dynamical system 

 
d

dt
= ⋅ + ⋅

X
A X B U , (1) 

where U ⎯ the vector of the input action;  

 X ⎯ the vector of variables;  

 A, B ⎯ vectors of system parameters. 

Periodic solution X(t) of the system of equations (1), which has period T, satisfies the following 

condition: 

 ( ) ( )t T t+ =X X , (2) 

where X(t), X(T+t) ⎯ value of the vector of variables at the moments of time t and T+t. 

The condition (2) turns the task of finding the correct initial conditions into a two-point      

boundary-value problem, involving a system of nonlinear equations (1), (2). Equation (2) will be   

written for the initial time t = 0 as a residual vector, which is called the objective function: 

 ( (0)) (0) ( ) 0T= − =F X X X . (3) 

We must find a solution of system of nonlinear equations (3), in which this vector would be equal 

to zero. This can be done by using a Newton’s iterative method, whereby the initial conditions are 

specified by the formula at each iteration: 

 1 1(0) (0) (1 ) ( (0) ( ))k k k T+ −= − − ⋅ −X X W X X , (4)  

where k ⎯ the index of the Newton iteration, and 

 
( (0), )

( (0), )
(0)

k k
k

k

T
T

∂
=

∂
X X

W X
X

 (5) 

⎯ the matrix of sensitivity of the model variables to their initial values. Each row of this matrix is the 

gradient of a certain variable in the space of initial conditions, and each its column describes the     

sensitivity of the entire set of changes of variables to one and the same initial condition. It is obtained 

by differencing the objective function (3) by X(0): 

 
( (0), )

( (0)) 1 1 0
(0)

T∂′ = − = − =
∂

X X
F X W

X
. (6) 

The initial conditions become the required parameters while solving a system of nonlinear     

transcendental equations (3). 

Previously, the elements of the matrix (5) were calculated using differencing formulas, thus the 

Cauchy problem was solved (that is a target function F was being calculated) for one iteration in the 

total number of n+1 times (n is the order of the system of equations (1)). This method is extremely 
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cumЛОrsomО КnН complОx, so rОcОntlв sciОntists hКvО ЛОРun to usО thО sвstОms oП НiППОrОntiКl       
ОquКtions in vКriКtions. ThОв КrО oЛtКinОН Лв НiППОrОncinР thО stКtО ОquКtions (1) throuРh thО vОctor oП 
initiКl conНitions X(0). ThО rОsult is thО ПollowinР: 

 ( ) ( )
(0) (0)

d t t
dt

 
 

 
X XA
X X

 (7) 

or 

 d
dt

 
W A W . (8) 

In connОction with thО inНОpОnНОncО oП thО vОctor oП input Кction U to thО initiКl conНitions X(0) 
К НОrivКtivО 0)0(  XU , КnН thО sвstОm oП vКriКtionКl ОquКtions (7) or (8) is К homoРОnОous sвs-
tОm oП linОКr НiППОrОntiКl ОquКtions. 

TrКНitionКllв, thО sвstОm oП vКriКtionКl ОquКtions (8) is intОРrКtОН Лв Кnв numОricКl mОthoН Кt 
timО intОrvКl Пrom 0 to T toРОthОr with thО НiППОrОntiКl stКtО ОquКtions (1), in othОr worНs thО ОlОmОnts 
oП thО sОnsitivitв mКtrix КrО sОКrchОН toРОthОr with К vОctor X. OЛviouslв, in this ПormulКtion, thО   
orНОr oП thО initiКl sвstОm oП НiППОrОntiКl ОquКtions is НouЛlОН, which is К siРniПicКnt НisКНvКntКРО oП 
thО mОthoН, pКrticulКrlв in rОlКtion to thО stuНв oП complОx НвnКmicКl sвstОms. 

ThО wКвs oП proЛlОm solvinР КrО prОsОntОН in thО КrticlО.  
ThО solution oП thО homoРОnОous ОquКtion (8) cКn ЛО ОКsilв ПounН Лв К mОthoН oП sОpКrКtion oП 

vКriКЛlОs, whОrОЛв thО КЛovО ОquКtion cКn ЛО writtОn Кs: 

 d dt 
W A
W

. (9) 

WО РОt thО ПollowinР ОquКtion Лв intОРrКtinР thО prОvious onО Пrom t0 to t (t0 is thО initiКl timО, in 
pКrticulКr t0 = 0) 

 
00

( )ln ( )
( )

t

t

t t dt
t

 
W A
W

 (10) 

or 

 
0

0( ) Оxp ( ) ( )
t

t
t t dt t

 
  

 
W A W . (11) 

ThО conНition 












t

t

dtt
0

)(Оxp A  НОscriЛОs thО motion oП thО sвstОm ЛОtwООn thО momОnts oП timОs 

t КnН t0 with гОro stimulКtinР ОППОct, КnН this ПКct lОКНs to К trКnsition stКtО mКtrix Ф(t, t0) [4], so 

 
0

1
0 0( , ) Оxp ( ) ( ) ( )

t

t
t t t dt t t

 
   

 
Ф A X X . (12) 

It is ОКsв to vОriПв thКt thО trКnsition stКtО mКtrix hКs thО ПollowinР two propОrtiОs: 

 1) 0 0[ ( , )] ( ) ( , )d t t t t t
dt

 Ф A Ф  (13) 

 2) 0 0( , ) 1t t Ф . (14) 

For К РivОn linОКr sвstОm oП НiППОrОntiКl ОquКtions 

 0
0

( ( ), ) ( ) ( ( ), )d t t t t t
dt

 
W X A W X  (15)  

with К conНition 
 0( ( ), ) (X(0),0)t t W X W  (16) 
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an unique solution for W through the matrix Ɏ(t, t0) will be the following 

 0 0( ( ), ) ( , ) ( (0),0)t t t t= ⋅W X Ɏ W X , (17) 

with all t, because 

 0 0 0 0( ( ), ) ( , ) ( (0),0) 1 ( (0),0) ( (0),0)t t t t= ⋅ = ⋅ =W X Ɏ W X W X W X  (18) 

and 

 0 0 0[ ( ( ), )] [ ( , ) ( (0),0)] ( ) ( , ) ( (0), ) ( ) ( (0), )
d d

t t t t t t t t t t
dt dt

= ⋅ = ⋅ ⋅ = ⋅W X Ɏ W X A Ɏ W X A W X . (19) 

So, the name of the transition matrix of the state is quite suitable for a matrix Ɏ(t, t0), as it         

reflects the state of the system at the moment t0 with the help of a linear transformation: 

 0( (0), ) ( , ) ( (0),0)t t t= ⋅W X Ɏ W X . (20) 

Conclusions. The existing practice of investigation of nonlinear dynamical systems by the meth-

od of model of sensitivity to initial conditions provides the addition of variational equations of deter-

mining the elements of the sensitivity matrix to the original differential equations and general numeri-

cal integration of these equations on the period. The growth of the system order of differential equa-

tions on the square of order significantly complicates the computational process, narrows down the 

possibilities and worsens the efficiency of the method.  

Due to the independence of differential equations in variations from external influence, they        

become a homogeneous system of linear differential equations. With the help of the transition matrix of 

the state it is possible to find the most general solution of this system of equations without joint numeri-

cal their integration together with the equations of state and without changing the order of these        

equations. This approach greatly simplifies the analysis and removes the restrictions on the application of 

the method of sensitivity to initial conditions during the study of dynamical systems of any complexity. 
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