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RADARS WITH LOW PROBABILITY OF INTERCEPTION

A. G. STOVE

The arrival of wide band, high duty cycle radars has made it practical to design radars with enough processing
gain to detect their targets at greater ranges than those at which their transmissions can be intercepted. This
paper looks at the principles of such Low Probability of Intercept (LPI) Radars and illustrates this with a
simple quantitative example, comparing the performance of a pulse radar with an Frequency-Modulated
Continuous Wave radar. The paper takes as its baseline a receiver using the Instantaneous Frequency
Measurement technique, but discusses other possible receiver types, leading to a brief examination of the
trade-off between interception sensitivity and intercept time. It is argued that coherent matched filtering
is not a good way of trying to intercept an LPI radar and, instead, the virtues of the Matched Incoherent
Receiver are discussed, where the pre-detection bandwidth and post-detection integration time are matched
to the radar’s signals, but the detection is incoherent rather than coherent. The additional strengths which are
potentially offered in this area by noise waveforms are also discussed. The importance of the military scenario
for the significance of an LPI radar and particularly for the complementary principle of ‘Low Probability of

Exploitation’ are also emphasized.
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1. INTRODUCTION

The designation ‘Low Probability of Intercept’
(LPI) for a radar is intimately connected with the
‘contest’ between radars and Electronic Support
Measures (ESM, Intercept) receivers in a tactical
military environment, which was well illustrated in
reference 1. The way in which this battle plays out and
how it is affected by the design of the equipment, both
the radar and the intercept receiver, is best explained
by way of typical quantitative examples, but before
these are introduced, some points which will define
the problem more clearly will be examined.

The description above used the terms ‘tactical’
and ‘military.” This paper is not concerned with ‘stra-
tegic’ (electronic intelligence) issues, such as know-
ing that a given type of radar exists and what its modes
are. Given time, a radar can always be detected. The
question is whether the radar can be designed so that
it can remain undetected for long enough to give its
users a significant tactical advantage. For this rea-
son, the baseline intercept receiver is considered to be
an ESM receiver.

This can also be called a ‘military’ issue since in-
terception is not a concern to civil radars. More sig-
nificant, is the fact that ‘military’ operations should
now also include actions against smugglers and pi-
rates, who can potentially afford radar detectors,
which are manufactured for mariners to detect other
radar-equipped craft. There are also low cost marine
radars which are readily available which have consid-
erable LPI potential as a side-effect of using wave-
forms compatible with solid-state transmitters. The
term ‘military’ should thus be taken also to include
‘paramilitary’ users.

The term ‘Low Probability of Exploitation’ is
sometimes preferred to ‘Low Probability of Inter-
cept,’ since what is often required by the interceptor
is not just to know that the emitter is there, but to be
able to do something with the information obtained
from it, either to obtain tactically-useful informa-
tion from its presence or to be able, for example, to
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jam it. This paper, however, will continue to use the
term ‘Interception’ because this is amenable to more
general quantitative analysis. ‘Exploitation,” whilst it
better describes what is militarily significant, is much
more dependent on the operational scenario, which
then has as much effect on a technique’s effectiveness
as does its scientific characteristics.

Other methods of reducing the probability of ex-
ploitation, which should be mentioned for complete-
ness, are bistatic operation, where detecting the trans-
missions does not give us the location of the receiver,
or disguising the radar’s waveform so that it looks as
if its purpose is other than it is. An example of this is
the desire to be able to use conventional civil marine
radar waveforms for military purposes.

This paper, however, will concentrate on what
can be done with the design of the radar itself to mini-
mise its detectability, although the user of such tech-
niques will always be aware of other operational and
scenario-dependent approaches which can be used to
help achieve the same end.

2. LPITECHNIQUES

This section and the next compare the relative
range at which the radar can detect a given target with
that at which a given intercept receiver can detect the
radar’s transmissions. It will then look at how the ra-
dar can design its waveform to minimise the range at
which it can be intercepted. Fig. 1 show a sketch of a
typical scenario to which this might apply:
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Fig. 1. Simple LPI Scenario
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The sensors are assumed to be mounted on ships.
One favoured application of LPI techniques, but by
no means the only one, is for marine navigation. In a
typical tactical scenario the intercept receiver might
be carried on the ‘target’ platform, in which case if the
detection range can be made greater than the inter-
ception range, the radar will be able ‘“To See Without
Being Seen.’! Note that it is not essential to the analy-
sis presented here that the intercept receiver should
actually be on the radar target.

This baseline example is also analyzed in refer-
ence 2. Reference 3 treats the propagation in more
detail, including effects due to multipath and the
curvature of the earth, whilst reference 4 considers
a number of different scenarios. The latter treats the
argument in a slightly different way, so several of its
numerical results are slightly different from those pre-
sented here, but the principles are the same.

2.1 Interception Range

The basic sensitivity equation for interception of
a radar’s transmissions is the same as for a simple ra-
dio link:

SNR= P,G,A,/[4nr2k TB;N:L;F], (1)

where SNR is the signal to noise ratio seen by the in-
tercept receiver; P, is the peak transmitted power of
the radar; G, — is the gain of the transmitter (radar)
antenna; r — is the range; k — is Boltzmann’s con-
stant; 7'is the temperature of the receivers; A, is the
noise figure of the intercept receiver; B;is the effective
bandwidth of the intercept receiver; L; represents the
losses in the intercept receiver and F'is the propaga-
tion factor.

The propagation factor is taken to include inter-
ference due to multipath reflections, which will usu-
ally be predominantly from the earth’s surface, as well
as factors such as attenuation through clear air and
through any precipitation which may be present. For
the purposes of this discussion this factor can be ig-
nored and the analysis will look only at the free-space
numbers, although, as mentioned above, reference 3
includes a more sophisticated treatment of multipath
for one particular scenario.

The product P,G; is the peak effective radiated
power of the radar and is the basic measure of the pow-
er which is available to the intercept receiver when the
latter is in the main beam of the radar’s antenna.

The peak power is used to calculate the sensitiv-
ity of the ESM receiver because it cannot be matched
to the waveform of a specific radar for two reasons: if
the radar is ‘hostile’ the intercept receiver will not be
able to know its waveforms a priori and, in any case,
because it has to be able to detect all the radars in the
scenario, its processing cannot be matched to any
particular one of them.

The beamwidth of the antenna of the intercept
system must also be wide in order to detect signals
coming from all directions, and its bandwidth must be
wide in order to detect signals at different frequencies.
We will see later that all these factors make the ESM
receiver much less sensitive than the radar receiver,
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an inefficiency which, however, in many cases is
more than countered by the fact that the propagation
to the intercept receiver is only one-way, i.e. there is
an 7 term in the dominator of the equation, unlike the
radar case where we will see the familiar 7 term in the
corresponding equation.

In order to reduce the signal to noise ratio which
the intercept receiver can obtain against it, or equiva-
lently, to reduce the range at which the intercept re-
ceiver can obtain the signal to noise ratio necessary to
be able to exploit it, the radar must minimise its effec-
tive radiated power and maximize the bandwidth over
which the intercept receiver will have to look in order
to be sure of intercepting the radar’s signals.

2.2 Radar Detection Equation — Mean Power
Form

The simplest form of the equation for the radar’s
detection performance is probably:

SNR = P,G*\*ot/[(4n)’r*xkTN,L,], (2)

where P, is the mean power of the radar; A is the
wavelength; o is the Radar Cross Section (RCS) of
the target; N, is the noise figure of the radar receiver;
L, represents the losses is the radar receiver and t is
the integration time of the radar receiver.

This form differs slightly from the more familiar
form of this equation, in terms of the radar’s peak pow-
er and the receiver bandwidth, which is introduced as
equation (3) below, but brings out more clearly that
the sensitivity of the radar is a function of the energy
(Py7) which it can direct towards the target.

Note that the two receivers are assumed to be at
the same temperature.

Apart from the term o/r4, the key difference be-
tween the two equations is that the mean transmitted
power replaces the peak power and the integration
time replaces the inverse of the receiver bandwidth.
This is because one consequence of the matched filter
theorom? is that, since the radar knows its own wave-
form, it can use an optimal receiver which coherently
integrates energy over all the frequency components
in the signal and yields a sensitivity which is only de-
pendent on the total energy (mean power x integra-
tion time) received from the target. As mentioned
above, the ESM receiver must be mismatched to the
signal and so cannot achieve this gain.

This version of the radar power budget does
not include the bandwidth of the signal, because the
matched filter in the receiver can coherently integrate
all the received power over the whole of the signal
bandwidth.

Of course, the radar cannot increase its integra-
tion time without limit because this is limited by the
rate at which it must be able to deliver information.

The special cases where the intercept receiver
can try to approach the processing gain possessed by
the radar are discussed briefly in section 6.

The factor G;A?/(4m) in equation 2 is the effec-
tive aperture of the radar antenna, and the equation
makes the assumption that the radar's transmit and re-
ceive antennas have the same gain - the same antenna
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would, of course, normally be usually be used for both
functions.

The loss term is assumed to include both RF and
processing losses. The transmission losses are assumed
tobe included within P, i.e. the latter is assumed to be
the power actually radiated from the antenna, because
and losses in the transmission feed path will affect the
sensitivity of the radar and its ability to be intercepted
to the same extent and so it is best to use definitions
which avoid the need to consider such losses.

Although the best way to design the radar antenna
for LPI is to maximize its gain (strictly, to maximize its
receiver aperture) it is also usually desirable to mini-
mise its sidelobes, to inhibit interception of the radar
signals when the radar is not actually looking at the
intercept receiver. This makes it harder to exploit any
interceptions, since they will become intermittent.

2.3 Radar Detection Equation — Peak Power
Form

The radar range equation can also, of course, be
written in terms of the peak power levels. Although
less ‘fundamental’ than the mean power from, this
version is often used and is also closer to the form of
the interception equation (equation 1). It takes the
form:

SNR = P,G?\*6 Gpc/[(4n)* <k TB.N,L,], 3)

where Gpc is the processing (pulse compression) gain
of the matched receiver and B, is the effective band-
width of the radar signal.

This version is more directly comparable with
the ‘interception’ budget in that it includes the peak
power and the bandwidth, but the radar still possesses
the processing gain of the matched filter, which, by
comparison with equation 2, can be seen to be equal
to the time-bandwidth product of the signals, i.e. the
product of the bandwidth and the integration time. A
more detailed analysis of the two forms will show that
the processing losses (within the term L,) are slightly
different when using the two models, but these rela-
tively minor differences do not affect the general prin-
ciples. A concise way of expressing a key LPI design
goal, derived from comparing equations 1 and 3, is to
maximize the time-bandwidth product of the radar.

3. POWER BUDGETS

3.1. Sensitivity of a typical Intercept Receiver

The sensitivity of ESM receivers is usually quoted
in terms of the minimum detectable signal divided by
the antenna gain:

S= kTB,'N,’L,’.SNRmm/ Gr, (4)

where SNRi» is the minimum signal to noise level re-
quired for detection.

This minimum signal to noise ratio is usually con-
trolled in the receiver by dynamically setting the de-
tection threshold this far above the noise floor. This
measure is thus related to the power density at the
ESM antenna which is necessary to detect the signal.
Since the signal level at the receiver input is equal to
the power density multiplied by the effective aperture
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of the antenna, which is equal to G.A%/4r, the mini-
mum power density which can be detected is actually,

Poin = 4nS/A\2. (5)

The detection range deduced from equations (1)
and (5) is thus:

Fiax = N (P, G/ YA/ (4). (6)

We will now consider a ‘classic’ case of an In-
stantaneous Frequency Measurement (IFM) receiv-
er®. Although this is no longer the ‘state of the art’
for receiver sensitivity, it will serve to show how LPI
became a ‘battle’ between the radar and the intercept
receiver. Fig. 2 shows a sketch of a block diagram of

an [FM receiver.
L0~
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Fig. 2. IFM The Principle of the IFM Receiver

The IFM measures frequency using delay line
discriminators. The phase between the direct and de-
layed paths is a measure of frequency, but is ambigu-
ous as the phase can only be measured modulus 2.
A set of delay lines is therefore used, long ones with
a narrow unambiguous range but high resolution and
shorter, lower resolution, lines to resolve the ambi-
guities. The desirable combination of wide frequency
coverage and high accuracy is obtained by combin-
ing the phase measurements using appropriate logic.
Since the set of phase measurements is available from
a single pulse, the frequency can be measured within
the period of a single pulse, i.e. effectively instantane-
ously. The noise figure can be defined by the amplifier
at the input of the receiver, but the Radio Frequen-
cy (RF) bandwidth must be high in order to capture
emitters over the whole range of frequencies and will
be at least 2GHz. However, the bandwidth after the
phase detectors (the video bandwidth) needs only to
be fast enough to capture the shortest pulses of inter-
est, and may typically be 1I0MHz.

This mismatch between the RF and video band-
widths gives the ESM receiver an approximate effec-
tive bandwidth of

Bey ~V(2BrrB)), (7

where Bgris the RF bandwidth and B, is the video
bandwidth.

Using the example bandwidths quoted above the
effective bandwidth of the receiver will be 200MHz.
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In our baseline scenario, the ESM receiver may
be assumed to have an antenna gain of 0dBi, so the
aperture will be A2/(4m). In fact the antenna will not
be omnidirectional, but it will have a wide field of
view, so its directive gain will be low. The need for
a wide frequency coverage will add further losses, so
the net gain will be close to that of an omnidirectional
antenna.

The other parameters of the intercept receiver
may be assumed to be:

Table 1
Components of the Sensitivity Calculation
for an IFM-based Receiver
Noise Figure: 10 dB
Processing Losses: 4 dB
Minimum Signal-to-noise for detection: 17dB

Inserting these values into equation 4 gives a sen-
sitivity of -60d Bmi.

3.2. Detection range of the baseline radar

We consider first how such a receiver can inter-
cept a ‘typical’ pulse-modulated marine radar. The
radar is assumed to have the following key param-
eters:

Table 2

Parameters of the Pulse Radar
Peak transmitter power: 10 kW
Antenna Gain: 30dB
Frequency: 9GHz
(wavelength 3.3cm)
Pulse Width: 100 ns
(Receiver Bandwidth: 10 MHz)
Noise Figure 4dB
Losses 4dB
Pulse Repetition Frequency: 1 kHz
Azimuth beamwidth: 1.2°
Scan rate: 40 r.p.m.
(Dwell Time 5 ms)

The wavelength, the receiver bandwidth and the
dwell time are in brackets because they are derived
parameters.

The radar’s receiver bandwidth has been taken to
be approximately the reciprocal of the pulse length.
The radar is has a lower system noise figure than the
intercept receiver because it has a narrower bandwidth
and is generally better ‘tuned’ to its signals.

The dwell of S5ms allows five pulse to be integrated
across the beam. This is assumed to lead to an inco-
herent gain of 4dB, which lowers the effective band-
width to 4MHz. Putting these figures into equation 3
show that the radar can detect a target with an RCS of
100m? (such as a small ship) at a free-space range of
20km. with 15dB signal to noise ratio.

3.3. Baseline Intercept Range

Inserting the parameters of the pulse radar into
equation 5 gives an intercept range of 250km, i.e.
more than an order of magnitude greater than the
range at which the radar can detect its target.

3.4. LPI Radar Intercept Range

If we follow the principle outlined above and
change the radar design to increase the duty cycle to
100% this will allow us to reduce the peak power from
10kW to 1W without changing the mean power and
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hence without changing the detection performance,
so the radar will still be able to detect the ship at 25km
range.

The radar can be assumed, for convenience, to use
Frequency-Modulated Continuous Wave (FMCW)
modulation, although this is not critical to these high-
level sensitivity calculations. The full set of parameters
of the this radar are listed in table 3 for convenience:

Table 3

Parameters of the FMCW Radar
Mean transmitter power: IW
Antenna Gain: 30dB
Frequency: 9GHz
(wavelength 3.3cm)
[Sweep Bandwidth 10MHz]
Noise Figure 4dB
Losses 4dB
Sweep Repetition Frequency: 1kHz
(Coherent Integration Time 1ms)
Azimuth beamwidth: 1.2°
Scan rate: 40 r.p.m.
(Dwell Time Sms)

Asintable 2, the wavelength and the dwell time are
in brackets because they are derived parameters. The
coherent integration time is also in brackets because
it is derived from the sweep repetition frequency. The
sweep bandwidth is in square brackets because it is not
used in the calculations in this section of the paper.

Five sweeps can be integrated incoherently over
the dwell, in a process analogous to the incoherent
integration of the pulses for the pulse radar. The de-
tection range can be calculated using either equation
3 or, more conveniently, using equation 2 and will,
of course, be the same as that of the pulse radar. Al-
though there may be practical difficulties in achieving
this performance with some CW radar designs, it has
been shown?3 that an FMCW radar can achieve this
performance and this may also be possible in the future
for with radars using noise waveforms for example.

Although it has no effect on the sensitivity of the
radar, the change in modulation has a dramatic effect
on the range at which its transmissions can be inter-
cepted. The reduction in peak power from 10kW to
IW means that the intercept range is reduced by a fac-
tor of 100 to only 2.5km, i.e. the LPI radar can indeed
detect its targets at much greater ranges than those at
which its own transmissions can be intercepted.

The general principle of minimizing the prob-
ability of intercept is therefore to spread the radar
signal as widely in time and frequency as possible in
order to minimise the power density at the intercept
receiver. It is also, of course, valuable to maximize
the uncertainty of its bearing, to prevent the intercept
receiver from using a directional antenna, with a rela-
tively large receiver aperture, which would increase
the receiver’s sensitivity.

4. NARROW-BAND INTERCEPT RECEIVERS

It will be appreciated that the sensitivity of the in-
tercept receiver has been severely limited by making it
‘wide open’ in frequency and bearing. This is needed
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in order to retain a high ‘Probability of Intercept’ so
that the receiver can be sure of rapidly detecting all
the signals which are in the environment. However,
in some cases it might be worth trying to increase the
sensitivity, i.e. increase the intercept range, even if the
probability of being able to intercept the signal over
any given time period has to be reduced as a result.

4.1. Superheterodyne receiver

As an example of a receiver which trades prob-
ability of intercept for sensitivity is the superhetero-
dyne (superhet) receiver. This uses a relatively narrow
band receiver which is swept in frequency to look for
the radar. A typical superhet might have a bandwidth
of 2MHz, giving it 20dB better sensitivity than our
IFM. This would mean that the free-space range at
which our LPI radar could be intercepted would be
increased by an order or magnitude, to 25km, i.e. to
a value which is very similar to the range at which the
radar can detect its target. If the superhet is to dwell
for long enough to be able to characterize the radar,
however, i.e. for several milliseconds, it will now
take several seconds to cover the bandwidth of 2GHz
which our IFM could cover instantaneously. A faster
scan could cover the band much more quickly, but
the shorter ‘dwell’ on each frequency would not al-
low the signals to be characterized, i.e. we would be
trading ‘Probability of Intercept’ against ‘Probability
of Exploitation’ as well as trading both against inter-
cept range.

If the radar is agile from sweep to sweep within
the dwell, or if it is agile from scan to scan but the
intercept receiver cannot cover the whole of its ag-
ile band within a single dwell, then the interception
of the radar’s signals become a probabilistic process.
The process of intercepting the radar in this case can
be modelled by a Poisson distribution, for which the
probability of failing to make an interception is

(1-p)=env ®)
therefore

pi=1-e Y, )
where p; is the probability of intercepting the radar, »
is the number of opportunities for interception and
is the probability of interception on one opportunity.
For example if the superhet dwelt for 1ms, its prob-
ability of being on the right frequency to intercept the
radar at some time within its dwell would be approxi-
mately the ratio between the bandwidth of the radar
signals (10MHz) and the superhet’s search bandwodth
(2GHz) i.e. about 0.005, whereas if it dwelt for only
10us it would cover about a hundred 10MHz-wide
‘windows’ during the radar’s sweep time, so the prob-
ability of intercept would become 1-¢%5=0.4.

There is a steep trade-off between detection
probability and sensitivity. The general shape of this
trade-off is shown in fig. 3.

The effect of an increase in intercept time is mul-
tiplied because if the receiver can only intercept the
radar’s main beam, then if it cannot detect the radar
during the Sms for which the radar is illuminating it,
it will not have another chance to do so until the next
scan, 1.5 seconds later.
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The two cases shown in figure 3, for 90% and 10%
cumulative Pol illustrate the times until the intercep-
tor can be reasonably sure of finding the radar, and
that for which the radar can be reasonably sure that it
has not been detected. The separation between these
lines (approximately a factor of 20 in time) highlights
the important tactical difference which can arise as a
consequence of deciding which criterion is appropri-
ate in a particular scenario.

TIME TO INTERCEPT (Secs)
10000.0

1 HOUR

1000.0 P.0.I.

100.0 4
1 MINUTE

10.0

1.0

b.00L b.0L b 1
PROBABILITY OF INTERCEPT PER SCAN

Fig. 3. Effect of Probability of Intercept on Time
to Intercept the Radar

4.2. Channelized Receivers

The ideal is, of course, to obtain the sensitivity
of a narrow-band receiver with the probability of in-
tercept of a wide-open receiver. The only known way
to do this is to create a series of receivers in parallel.
Figure 4 shows an outline sketch of a channelized re-
ceiver architecture.

R
| X
% —>—|>|—>—
CHANNEL POST
FILTERS PROCESSING

Fig. 4. Outline of a Channelized Receiver

Each ‘channel’ is a narrowband receiver, with
the sensitivity appropriate to such a receiver, but the
multiplicity of such channels in parallel give the cov-
erage of a ‘wide open’ receiver. Non-trivial logic is
required after detection to ‘pull together’ all the in-
formation on the scenario and to suppress potential
artifacts such as those which can occur when signals
straddle several channels. This sort of architecture has
been popular since the late 1980°s where high sensi-
tivity and wide bandwidth are required simultaneous-
ly. Some of the early implementations used analogue
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filters, but modern implementations predominantly
used Fourier transform based techniques to create
the required parallel channels. Such a receiver would
typically have a channel bandwidth, and hence a sen-
sitivity and interception range, equal to that of the su-
perhet, but with 100% probability of intercept against
the main beam of the radar.

As well as providing better sensitivity, the chan-
nelized receiver also allows multiple signals on different
frequencies to be seen simultaneously. This was diffi-
cult with an IFM, but it has become more necessary as
the duty cycles of conventional radars have increased,
so that it is now quite likely that signals from several
radars will be present simultaneously in the receiver.

5. INTERCEPT RECEIVER PROCESSING GAIN

It was mentioned in section 3 that a general-pur-
pose intercept receiver will not have any processing
gain against the radar signals because it does not know
a priori what processing it should apply. Various at-
tempts, have, however, been made to overcome this
limitation. Attempts have been made to obtain co-
herent processing gain against LPI radars, but these
generally fail either if the signal to noise ratio is low
(which is just when the gain is needed), because the
signals are then too corrupted by noise, or else they
are too vulnerable to relatively minor changes in the
radar waveform.

Other approaches have used non-linear process-
ing, but this is easily upset when multiple signals are
present. This is a problem since the LPI signals will be
the weakest of those present and hence the ones most
likely to be lost amongst any spurious signals intro-
duced by the processing.

The relative failure of attempts to create intercept
receivers using coherent processing has led instead to
the idea that one should try to do as well as one could
to match the receiver to the bandwidth and duration
of the signal being intercepted, but without attempt-
ing any coherent processing of it. This is the idea be-
hind the Matched Incoherent Receiver (MIR). This
is a radiometric receiver, i.e. it attempts only to detect
the presence of RF energy but not its characteristics.
It is designed with an RF bandwidth equal to the ra-
dar’s agile bandwidth and a video bandwidth equal to
the reciprocal of its dwell time. Although the details
of such a receiver become specific to the particular ra-
dar, the rule can be applied to the detection of any ra-
dar waveform. It probably represents the ‘worst case’
intercept scheme against the radar and although such
a receiver is unlikely to exist for any particular radar,
it represents a good baseline against which the practi-
cal robustness of a radar’s the LPI performance can
be assessed.

The name ‘Matched Incoherent Receiver’ is
therefore used for this receiver because it is matched
both to the RF bandwidth of the signals to their in-
formation bandwidth, but not to the details of the
waveform. Its use would mean that the radar would
no longer have the advantage of a mismatch between
its bandwidths and those of the intercept receiver, but
only the advantage of knowing its own waveforms.
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This principle allows the intercept receiver to recover
the square root of the radar’s time-bandwidth prod-
uct, and it is, of course, the time bandwidth product
which gives the radar its LPI characteristics. Shirman
et al.” have also reported that the performance of this
receiver is very insensitive to errors in the estimates of
the time and bandwidth of the signals.

To detect the FMCW radar described in section
3.3 and in table 3, for example, the MIR would have
an effective bandwidth of 200kHz, making it 30dB
more sensitive than our baseline IFM-based receiver,
giving it a free-space detection range of about 80km
against the main beam of our ‘LPI’ radar design.

5.1 Trade-off between sensitivity and information

It is noteworthy that in order to maximize its
sensitivity as a detector, this radiometric receiver de-
stroys all the information about the signal. There is an
interesting analogy between this behaviour and the
true, coherent, matched filter>. In the latter case, the
matched filter has a frequency response which is the
complex conjugate of the spectrum of the signal, so
the filtering process removes all the phase information
from the signal and hence destroys the information
about the ‘shape’ of the signal in the time domain.

It is speculated that an efficient detector, by
‘gathering together’ as much as possible of the energy
in the signal will always tend to destroy the informa-
tion which an intercept receiver might otherwise want
to retain in order to identify it.

6. NOISE WAVEFORMS FOR LPI

The design principle of the Matched Incoherent
Receiver implies that the LPI performance is inde-
pendent of the details of the waveform, being driven
entirely by its overall integration time and its overall
bandwidth. From that point of view, noise waveforms
would be expected to have the same LPI characteris-
tics as other CW waveforms such as FMCW.

6.1. Security from Potential Interception Strate-
gies

There are, however, two other benefits of using
random waveforms. The first of these comes from the
consideration that it may in fact be possible to design
practical receivers for deterministic high-duty-cy-
cle waveforms which can exploit their deterministic
properties, even though, as was argued in the previ-
ous section, no practical scheme for doing this has yet
been implemented. No such improvement in sensi-
tivity over the radiometric receiver is possible, against
noise, however, unless the particular noise sequence
is known, and this is not possible if the sequence is
generated at random in real time. The use of random
waveforms thus gives protection against any exploita-
tion of the characteristics of the signal which might
become possible in the future.

6.2. Security from Range-Gate Pull-Off Jamming

The other advantage possessed by a noise wave-
form is that it will defeat the attempt to use a Dig-
ital Radio Frequency Memory (DRFM) to achieve
range-gate pull-off.

The significance of range-gate pull off as a jam-
ming technique, and the way in which increasingly
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more sophisticated jamming and counter-jamming
techniques have developed over successive genera-
tions of equipment is in itself a very good example of
the continuing ‘battle’ between radar and electronic
countermeasures systems, as well as being of practical
relevance for noise radar in particular.

Range-gate pull-off relies on placing a false tar-
get close to the return from the real target, and per-
suading the radar to track the false target instead of
the real one. As illustrated in figure 5, older jammers
could place the false target behind the real one, by re-
transmitting the signal received at the target.

FALSE

TRUE

il

BUT TRACK LEADING EDGE ’]\
Fig. 5. Principle of Range-Gate Pull-Off

The plotsillustrate three successive ‘A-scope’ im-
ages showing the ‘true’ signal reflected from the target
and the ‘false’ signal re-transmitted by the jammer.

The false target is bigger than the real one and is
slowly moved away from the real one by increasing
the delay before retransmission. When the two signals
are well enough separated, the false target is removed,
leaving the radar with nothing to track.

As noted in the text of the lowest ‘A scope,’ how-
ever, a newer generation of radars countered this
technique by tracking the ‘leading edge’ return. This
would, of course, ignore a false target behind the true
one and this was done specifically to defeat range-
gate pull off.

If the jammer is on the platform to be protected,
as is frequently the case, the principle of causality pre-
vents it from creating a false copy of the true signal
which can reach the radar before the ‘true’ return, so
the next step in the battle has been to ‘counter’ the
leading edge tracker by exploiting the repetitive na-
ture of the radar signals and delay the received sig-
nal by slightly less than the pulse repetition interval
(or equivalently, the sweep repetition interval for an
FMCW radar) so that the false signal appears slightly
before the true reflected signal from the next pulse as
illustrated in fig. 6.

w
DELAY BY PRF-A

Fig. 6. Principle of a DRFM - Used to Create
An Up-Range False Target

120

The ‘leading-edge’ tracker will then still be de-
ceived into following the false signal. This does not
work against a noise waveform however, because the
signal is non-repetitive, and non-deterministic, so
delaying the signal can never be equivalent to moving
the signal ‘forward’ in time.

It is worth remarking about this is not an ‘LPI’
feature so much as a way of preventing exploitation
of the radar. This can be illustrated by considering the
fact that the repeater jammer can in principle jam the
radar with false targets without being able to detect the
signals . It can repeat a signal which is buried within
the jammer’s own receiver noise and rely on the radar
which is being jammed to use its own signal process-
ing gain to extract the false signal from the noise. - Of
course it would need information from somewhere,
possibly from the known characteristics of the signal,
in order to know the repetition period.

It is important to note that these strengths are
based on the unpredictability of the signals and, at
least in principle, they will be compromised if pseudo-
noise waveforms, using pseudo-random sequences or
the outputs of chaotic systems, are employed instead
of pure noise, although their practical exploitation
would still be very difficult

CONCLUSION

This paper has illustrated how an intercept re-
ceiver can easily detect the signals from a conven-
tional radar at long range, even though its receivers
are relatively insensitive due to the need for them to
be wide open in both frequency and bearing, because
the intercept path uses only one-way propagation (r2)
whereas the radar’s detection of its targets requires
two way (#4) propagation.

LPI radars can overcome the effect of this /# path
loss by using high processing gains which the inter-
cept receiver cannot match. The current interest in
LPI techniques and methods of countering them has
arisen since modern radar hardware has made it prac-
tical to use waveforms with very high time-bandwidth
products.

Classical intercept receiver designs can only over-
come the radar’s processing gain at the expense of a
reduced probability of intercepting the radar, which
may make them tactically ineffective.

More sophisticated channelized receivers, or
special-purpose ‘matched incoherent receivers’ can
recover most of the intercept receiver’s range advan-
tage. It should be noted however, that this is only the
case when the main beam of the radar points at the
intercept receiver. Achieving high intercept ranges is
still difficult against the radar’s sidelobes. The issues
associated with this go beyond what can be discussed
in this paper, but are considered in reference 4.

Noise radars have a theoretical immunity to ‘clev-
er’ interception schemes, and a practical immunity to
up-range false target jamming, but these benefits may
be compromised if pseudo-random waveforms are
used, rather than those which are truly random.

Low Probability of Intercept can be a genuine
and important feature of a radar, but its significance
is scenario dependent.

Applied Radio Electronics, 2013, Vol. 12, No. 1



Stove A.G. Radars with low probability of interception

The ‘battle’ between designing radars to exploit
increasingly-sophisticated waveforms and intercept
receivers of increasing sensitivity and sophistication
has been played out over many decades in the past
and will doubtless continue into the future.
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[TosiBieHUE MMPOKOMOJOCHBIX PAapOB C OOJbIIUMU
OTHOCHUTEJTbHBIMU JJTUTEIBHOCTSIMY BKITIOUEHUSI TIPUBEIIO
K TOMY, YTO CTaJI0 MPAaKTUYHBIM CO3/1aBaTh pajiapbl C KO-
9¢hGUIIMEHTOM YCUJIEHUST 00pabOTKM JOCTATOYHO BBICO-
KUM IS pabOThl Ha JaTbHOCTSIX, HA KOTOPBIX CUTHAJIBI
9TUX PaJapoB He MOTYT OBITh MepexBaueHbl. JJaHHas pa-
6oTa paccMaTpuBaeT MPUHITUITBI TAKUX PagapoB ¢ HU3KOM
BEPOSITHOCTBIO MepexBaTa U WLTIOCTPUPYET UX MTPOCTHIMU
KOJIMYECTBEHHBIMU TIPUMEpPaMU, CpPaBHUBASI XapaKTepu-
CTUKU C UMITYJIbCHBIMU pafiapaMu ¢ JIMHEIHON YaCTOTHOM
MoayJisilieit curHayioB. B kauecTBe 6a3bl B 1TaHHO# paboTte
paccMaTpuBaeTCs MPUEMHUK C UCTIOJIb30BAHNEM TEXHUKHU
M3MEPEHUsT MOMEHTAJIBHOM YaCcTOThI, HO 00CYKIAIOTCS U
JIpyTHe BO3MOXKHBIC BapMaHThl PagapoB, W MCCIEAYeTCS
MIPOTUBOPEYME MEXIY UyBCTBUTEIBHOCTBIO TiepexBaTta U
BpeMeHeM IepexBaTa. [IpuBoasSITCS apryMeHTBI B O3y
TOTO, YTO COTJIacOBaHHas (PUIBTpALUsI — He JIYJIIU CTo-
€00 repexBaTa pajapa ¢ HU3K0il BepOsSITHOCTBIO TiepexBara.
PaccmarpuBaloTcst TOCTOMHCTBA COMJTIACOBAHHOTO HEKOTre-
PEHTHOTO MpUEeMHUKA, TJe BpeMsl peaeTeKTUPOBAHUS U
IIMPUHA TOJIOCHI MOCT-AETEKTUPOBAHUSI COTIACOBAHbI C
PaIMOJOKALIMOHHBIM CUTHAJIOM, HO OOHApyXKeHHe HEKO-
repeHTHO. Kpome Toro, o6CyXKaaroTcs JOMOTHUTEbHbIE
JIOCTOMHCTBA B 3TOM cdepe, MOTCHINAILHO JOCTYITHbIE
JUTST IYMOBBIX pamapoB. [ToguepkHyTa BaXKHOCTh B BOCH-
HOM CIIeHapy1 HU3KOi1 BEPOSITHOCTHU TIepexBara U, B 4acT-
HOCTH, JIOTIOJIHUTEJIbHOTO TIPUHIIMIIA HU3KOW BEPOSITHO-
CTHU MCTIOJb30BaHMsI CUTHAJIA.

Katouesbvie cr06a: HU3Kasi BEPOSITHOCTb OOHAPYKEH U,
NPUEMHUK-TepeXBaTUMK, paauorepexnar.

Wn. 6. bubnuorp.: 7 Ha3B.

VIK 621.37

Panapu 3 manow iMoBiphicTio nepexomienns / A.T.
CroyB // IlpuknamHa pamaioeJeKTPOHIKA: HayK.-TEXH.
xypHas. — 2013. — Tom 12. — Ne 1. — C. 114—121.

IMosiBa MIMPOKOCMYrOBUX pajiapiB 3 BEJIMKOK Bill-
HOCHOIO TPMBAJIICTIO BKJIIOUEHHS MPU3BEJa 10 TOTO, 110
cTajo TPaKTUYHUM CTBOPIOBATH panapu 3 KoedillieH-
TOM TTOCUJICHHSI 0OPOOKM TOCTATHHO BUCOKHUM JIJIST OTJISI-
Iy BiZicTaHel, Ha SIKUX CUTHAJIW LIUX pagapiB HE MOXYTh
Oytu mnepexoruieHi. JlaHa po0OoTa po3rismae OPUHLMIIA
TaKuX panapiB 3 HU3bKOIO MMOBIpHICTIO MEePEeXOIICHHS
Ta UIIOCTPYE IX MPOCTUMM KiIbKICHUMU MpPUKIagaMu, M0-
PIBHIOIOUM XapaKTepUCTUKHU 3 IMIYJIbCHUMU pagapamu 3
JIIHIHHOIO YaCTOTHOKO MOAYJIALi€0 curHaimiB. Ak 6a3za y
JaHiii poOOTi pO3TJISIAAETHCS TPUitMay 3 BUKOPUCTAHHSIM
TEXHIKW BUMipIOBaHHSI MOMEHTAJIbHOI YaCTOTH, ajie 00To-
BOPIOIOTHCS 1 iHIIT MOKJIMBI BapiaHTU paaapiB, TOCTiIXY-
€THCS MMPOTUPIYYS MiK YYTJIMBICTIO MEPEXOTUIEHHS i YacoM
repexoruieHHsI. HaBoASIThCST apryMeHTH Ha KOPUCTD TOTO,
1110 y3romxeHa (hibTpallisa — He Kpallliii CIIocio mepexo-
IUIEHHS pajgapa 3 HU3bKOIO MMOBIPHICTIO MEePEeXOILJICHHS.
PosrisinaioTbest mepeBaru y3roJpkeHOro HeKOrepeHTHOTO
npuiimMaua, e yac mornepeaHboro A1eTeKTyBaHHs i IIMpUHA
CMYTH MOCT-AETEKTYBAaHHSI Y3rOMKeHi 3 pajiosoKaliiHUM
CHUTHAJIOM, ajie JIETEKTYBaHHsI € HeKorepeHTHuM. Kpim
TOro, OOrOBOPIOIOTHCS JTOAATKOBI TepeBaru B 1iil cdepi,
MOTEeHIIITHO TOCTYITHI IJIsI IIyMOBUX panapiB. [linkpecie-
HO BaKJIMBICTh y BilICbhKOBOMY ClieHapii HU3bKOI HMOBIip-
HOCTI TIepeXOIUIeHHS i, 30KpeMa, T0IaTKOBOTO TTPUHIIUITY
HU3bKOI IMOBIpHOCTI BUKOPMCTAHHS CUTHAILY.

Karouosi cnoea: mana iMOBIPHICTb IE€TEKTyBaHHSI,
NpuiiMay-TnepexoruTioBay, paaionepexortoBaHHS.

I71. 6. bi6miorp.: 7 HaiiMm.
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