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DESCRIPTIVE EXPERIMENT DESIGN FRAMEWORK FOR HIGH RESOLUTION
IMAGING WITH MULTIMODE ARRAY RADAR SYSTEMS

V. ESPADAS AND Yu. SHKVARKO

We address a descriptive experiment design (DED) regularization approach for enhanced resolution imaging
of multiple targets via space-time processing of multimode array radar (MAR) data. The multiple frequency-
polarization signal processing (SP) mode is employed to provide necessary DED redundancy that is next ex-
ploited to enhance the MAR imaging resolution performances in different operational environments includ-
ing harsh scenarios with imperfect array calibration, partial sensor failure and/or uncertain noise statistics.
The proposed DED framework provides robust extension of the Van-Zittert — Zernike approach based on
the matched spatial filter bank SP for such realistic operational scenarios. The DED-based MAR employs
the robust regularized matched spatial filter bank SP for image formation, in which the shape of the MAR
resulting point spread function is optimized applying the new proposed DED-inspired quality metrics con-
structed to optimally balance the resolution-over-noise-suppression performances adapted to harsh multiple
target sensing scenarios. Numerical simulations verify the effectiveness of the proposed DED-SP method for

MAR imaging in harsh sensing environments.
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INTRODUCTION

Sensor array signal processing (SP) for imaging
radars has been the focus of tremendous theoretical
advances and application developments in the last
decades and many sophisticated techniques are now
available (see, for example [1]—[6] and the references
therein). In the imaging radar science, new trends re-
late to employment of multiple processing modes that
provide the necessary data redundancy that can be
next exploited to enhance the overall multimode ar-
ray radar (MAR) imaging resolution performances.
Crucial still unresolved MAR-SP issues relate to ro-
bust enhanced imaging in harsh operational scenarios
characterized by possible imperfect array calibration,
partial sensor failure and/or uncertain noise statistics.

In this study, we address a new descriptive exper-
iment design regularization approach for enhanced
resolution imaging of multiple targets via space-time
processing of MAR system data. The multiple fre-
quency-polarization SP mode is employed to provide
necessary DED redundancy in the considered harsh
operational scenarios. At the hardware (HW) design
level, the crucial problem relates to optimization of
the sensor array configuration aimed at approaching
the desired resulting point spread function (PSF) per-
formances, e.g., the lowest possible side-lobes level
balanced over the minimum effective width of the
main PSFbeam. At the software (SW) design level, the
further problem is to develop the robustified matched
spatial filter (MSF) bank image formation techniques
aimed at approaching the overall high-resolution
MAR imaging performances. To approach these
HW-SW co-design goals, we propose the descriptive
experiment design (DED) framework constructed via
robust extension of the Van-Zittert-Zernike approach
based on the MSF bank SP. The shape of the MAR
system PSF is optimized applying the new proposed
DED-inspired quality metrics constructed to satisfy
the balanced resolution-over-noise suppression re-
quirements adapted to high resolution multiple target
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sensing scenarios. We analyze the achievable PSFs for
a variety of admissible MAR-SP mode specifications
[4], [5], that is, different inter-sensor distance and
various carrier frequencies and polarization modes.
This study establishes a DED framework for MAR
imaging HW system design in terms of new resolution
metric that controls the minimization of the resolu-
tion cells balanced over the suppression of the PSF
grating sidelobes. Next, the DED-based SW level
SP performs the robust regularized image formation
with the optimized PSF shape. Last, the numerical
simulations verify the effectiveness of the proposed
DED-SP method for MAR imaging in harsh sensing
environments.

I. GEOSTAR-CONFIGURED MAR SYSTEM
SPECIFICATIONS

The so-called GeoSTAR (Geo synthesized
thinned array radiometer) imaging sensor system has
been originally addressed in [1] as a concept to pro-
vide high resolution imaging of distributed RS scenes
with passive microwave and mm waveband radiom-
eters. Nevertheless, the celebrated GeoSTAR array
configuration is also well adapted for active MAR
systems as it was demonstrated in [6], [11].The par-
ticular imaging MAR system under consideration in
this study is a multimode array sensor system of [6],
[11]. Such MAR operates at two separate yet concur-
rent frequencies of 24.5 GHz and 35 GHz with dual
polarization (V — vertical and H — horizontal). At one
instant, radio frequency (RF) pulses of a specified
pulse width (PW) are transmitted concurrently at 24.5
and 35 GHzin either V polarization or H polarization.
These pulses are “calibrated” to maintain coherency
so that their amplitudes and phases are constant for
different pulses. The transmitting antenna is switched
between vertical (V) and horizontal (H) polariza-
tions, i.e., V and H transmitted pulses are delayed by
a certain time. For each frequency (24.5 GHz or 35
GHz), transmitted V polarized and H polarized RF
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pulses are separated by a half of the fixed pulse repeti-
tion time (PRT/2) as illustrated in Fig.1.

The antenna array is composed of 24 elements
as in [1], [6]; each sensor element receives signals
at V and H polarizations. The received signals are
spread over time duration of N PWs, where N is the
number of range resolution cells used to process the
received signals for each transmitted pulse. In every
PRT corresponding to one frequency band (24 GHz
or 36 GHz), one time delay vector Tq and 4 measure-
ment data vectors, Uyy, Uyn, Uny, Unn, are provided
for further processing. That is, for each polarization
modes (VV, VH, HV or HH) there is no time delay
between receiving antenna elements since they are
spaced close to each other, so Ty has only one value
for all 24 elements for each received signal. Each data
vector Uvy ... Unn contains the relevant in phase (/)
and quadrature (Q) components that compose 24
rows data (i = 1—24) collected for 2 N measurement
time instants (# = 1—N). The transmit-receive for-
mat is explained in Fig. 2. The operation range of the
MAR system is in the interval from 1m to 50m, with
a range resolution cell of 0.3m, so at the SP level the
observer controls 165 overall range processing gates.
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Fig. 1. Transmit RF pulse format

The crucial SP issue relates to the formation of
the empirical estimate Y, = aver{U,(i)U; (i)} of the
sensor data true correlation matrix R, = <U,U; >
for each range gate r=1, ..., R.=165. The independ-
ent realizations {U,(j); j=1,...,J}in the averag-
ing procedure for formation of Y, are to be recorded
over J transmitted pulses for each range gate r=1, ...,
R.= 165. To guarantee the full-rank sensor data cov-
ariance matrices {Y,, ¥=1,..., R} the minimal number
of independent recordings J should be not less than
the number of sensors (M= 24), thus /> 24 independ-
ent realizations are to be recorded for each range gate
r=1,..., R=165. Inthe opposite case, J< 24, the data
covariance matrices are rank-deficient. This means
that for J < 24 the robust MSF-based beamform-
ing for sensor focusing inevitably faces the problem
of huge artifacts (so called ghosts on the speckle cor-
rupted scene images [5], [8]). At the target detection
SP stage, such artifacts inevitably increase the false
alarm rate [8]. That is why, in all SP developments in
this study, the redundancy guaranteed SP mode J >
24 is considered.

To compare different HW designs, in this study
we analyze three feasible sensor array configurations.
Fig. 3(a) shows the conventional X-shaped equally-
spaced antenna array layout for the inter-element
spacing da() = 0.5 A, where A, specifies the employed
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wavelength, in this case f, = 24 GHz. The corre-
sponding so-called uv spatial samples in the visibility
domain are presented in Fig. 3(b). In Fig. 4(a), a cir-
cular-shaped (O-shaped) antenna array layout with
the same parameters is depicted. The related uv spa-
tial visibility samples are shown in Fig. 4(b). The Ge-
0oSTAR Y-shaped antenna array is presented in Fig.
5(a) with the corresponding uv samples in Fig 5(b),
respectively. In all cases, u and v samples specify the
normalized (so-called visibility domain) coordinate
representation format, i.e., u = x/Ao, and v=y/A,.
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Fig. 2. Transmit-receive signal format

I1. MSF IMAGE FORMATION TECHNIQUE

The proposed MSF-based image formation al-
gorithm comes directly from the celebrated Van-
Zittert-Zernike theorem from radio astronomy [6],
[8] according to which, the noise-free data visibility
function R(u,v) (constructed directly from the noise
free data true covariance function R(x,y) at each range
gate via its scaling to the visibility domain [6]) and
the related spatial spectrum pattern (SSP) or angular
brightness distribution 5(0,,0,) over the 2-D angular
observation space (0,,0,) € ® are related through the
2-D spatial inverse Fourier transform:

R(u,v)= chl {b(ex,ey )} =

¢ j b(0,.,0,)exp| +2m(ub, +10,)|d0,do , (1)
[C]

where c is the normalizing constant [6] (not critical
for image formation and analysis) and the visibility
function arguments (u, v) represent the x—y projec-
tions of the normalized sensor baseline vectors (nor-
malized to the wavelength A,) in the visibility domain
(u, v) € P/)o [6], [8].

The robust MSF-based method [4], [5] for RS
image formation implies, first, formation of the
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observed noised visibility function R(u,v) via scal-
ing the estimated correlation matrix Y, to the visibility
domain (over a range of normalized visibility spac-
ings (u,v)e P/A,) followed, second, by the 2-D Fou-
rier transform that yields the MSF image of the
scene

1;(9x,9y) =3, {HA(”) Ié(u,v | r)} =

, . (2)
IHA(”) R(u,v|r) exp[—z2n(u9x +v0, )]a’ex de,

at éz particular rth range gate from the range observa-
tion domain R>r[2]. Here, the projector Iy, Speci-
fies the particular employed sensor array configura-
tion resulting in different resolution performances
attainable with the MSF-based imaging technique (2).
In the pursued here nonparametric problem treat-
ment, such resolution quality is assessed by the shape
of the resulting system PSF associated with the im-
age (2) of a single point-type target located at the
scene origin at the corresponding range gate re R. In
particular, the desired system PSF is associated with
the shape that provides the lowest possible side lobes
(and grating lobes) level balanced over the minimum
achievable effective width of the PSF main beam [7],
[91, [10].

Based on (2), let us next analyze the PSFs of the
MAR imaging systems attainable with the employ-
ment of the conventional X-shaped, O-shaped array
and the celebrated GeoSTAR-configured Y-shaped
array. In Figures 6 thru 8, we present the PSFs related
to the MSF-based single target (TAG) imaging proce-
dure (2) employing the cross-shaped (X-shaped) [6],
circular-shaped (O-shaped) [10] and the GeoSTAR-
configured Y-shaped sensor array [1], [11] geometries
in the terms of the attainable angular PSF of the cor-
responding MAR imaging systems. The PSF cross-
sections in the x-y imaging scene provide explicit
information on the spatial resolution cells achievable
with such differently configured imaging sensor ar-
rays that employ the conventional 2-D MSF method
(2) for RS image formation. In Fig. 6, we present the
PSF for the conventional X-configured imaging ar-
ray with the inter-element spacing dae) = 2o, i.€.,
equal to the double of the carrier wavelength (for the
carrier frequency fy = 24 GHz), while in Fig. 7 the
PSF for the O-configured array with the same param-
eters is depicted. Next, in Fig. 8, the PSF for the Y-
shaped (GeoSTAR-configured) imaging array with
the same parameters as the previous two PSFs is pre-
sented. Note that the most important characteristics
of these PSFs are the width of the main beam and the
maximum level of the secondary lobes (including the
suppressed grating lobes). The simulations were next
performed using the elaborated virtual remote sensing
laboratory (VRSL) software [6], which are indicative
of the usefulness of the HW-level DED-optimization
of the multi-target scene imaging tasks via configuring
the multi-mode sensor arrays employed in the partic-
ular RS array radar imaging systems. Fig. 9 shows the
results of simulations of the DED-optimized multiple
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target scene imaging performed applying the 2-D
MSF technique (2). The multiple target scene is com-
posed of 5 targets (5 TAGs) in the particular simulated
range gate (»= 30m) and the corresponding scene im-
ages are depicted in the x-y plane for the employed X,
O and the Y (GeoSTAR) imaging sensor array con-
figurations. The particular MAR operational sensing
parameters employed in the reported simulations are
specified in the figure captions.

II1. OPERATIONAL UNCERTAINTIES

In this section, we treat two types of operational
scenario uncertainties, in particular, possible sensor
displacements and data failure due to some disabled
sensors. We present a brief description of these opera-
tional uncertainties as well as an analysis of the image
degradations that may suffer the MSF-based MAR-
SP procedure (2) assuming such harsh scenarios.

A. Displaced Sensors

In Fig. 5(a) the MAR antenna layout was depict-
ed; at this point it is important to fix the locations and
the spacing between the elements of the antenna ar-
ray. These positional characteristics are vital to com-
pose the visibility function as shown in Fig. 5(b).

The sensor displacements (shifts) may occur due
to damage or manufacturing errors. A sensor shift im-
plies that the sensor’s centroid is not in the correct co-
ordinate position specified by the HW design. Assum-
ing that a sensor is displaced at a quantity between
the interval [—A\o/4, Ao/4] for both coordinates xand
¥, we define now a vector p, wich characterizes the
position of such displaced sensor

P =X V) + Xsm> Vam) 3)

where (x», ym) are the correct (HW calibrated) co-
ordinates of the sensor and (x,,,,y,, ) represents the
coordinate shifts. When adding these new parameters
to the original procedure (2), we obtain the following
MSF imaging result

b(0,.0,1r)= @)

j Ty R,y [ F)exp| =i2n(ub, +0,) [exp{i2a[3,,.0]}dudv
R
which contains the phase shift error term
exp{i2n[p,,,0]} dependent on the inner product
[,,,0] . When a sensor is not shifted, this phase factor
is equal to 1, that results in the original undistorted
imaging procedure (2).
B. Disabled Sensors
Aswe mentioned in the previous section, the cer-
tain operational scenario presumes active function-
ing of all array sensors, i.e., all sensors must provide
the measurement signal data signals needed to form
the sensor data cross-correlation matrices (Y, at all
R range gates) and the related visibility functions. If
one or more sensors in the array are disabled, the loss
of data would cause a malformation of the matrix Y,,
hence, inevitably distorted imaging via the MSF pro-
cedure (2). To relax the influence of such distortions,
we perform the DED-based robustification of the

Applied Radio Electronics, 2013, Vol. 12, No. 1
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y-position (m) o x-position (m)
Fig. 6. Point Spread function (PSF) for 24 element X-
shaped configured imaging array with 2), inter-element

spacing for 30m range gate

y-position (m) x-position (m)
Fig. 7. Point Spread function (PSF) for 24 element O-shaped
configured imaging array with 22, inter-element spacing
for 30m range gate

50 .50

y-position {m) x-position (m)

Fig. 8. Point Spread function (PSF) for 24 element Y-shaped
configured imaging array with 22, inter-element spacing
for 30m range gate
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covariance matrix Y, at all R range gates following the
sparse diagonal structuring regularization [11]. Fig.
10 shows the DED sparsified [11] structure of matrix
Y, for a fixed (» = 30m) range gate.

This sparse signal correlation matrix is composed
of six active data blocks of 8-by-8 matrices and three
zero-structured diagonal blocks 0sxsy composed of
zeros. Three upper data blocks (sector S1, sector S2
and sector S3) relate to the sectors that correspond
to the GeoSTAR unique baselines. The three lower
data blocks (sector S4, sector S5 and sector S6) cor-
respond to the symmetrical (virtual) GeoSTAR base-
lines composed by correlations between sensors of
different arms of the antenna array. Last, three zero
blocks 0sxs) located along the principal diagonal of
the DED-sparse matrix Y, correspond to the baselines
between arms Al1-Al, A2-A2 and A3-A3 that are not
incorporated in the DED regularized processing al-
gorithm (2) [11]. The complete set of measurements
that compose matrix Y, are applied in (2), but when
one sensor or more are disabled, the DED-sparse ma-
trix Y, with the structure of Fig. 10 cannot be com-
posed yielding possible undesirable processing results.
In an illustrative interpretation, if sensor 1 of arm 1 is
disabled, the first row of the sub matrices S1 and S2
(see Fig. 10) will be completely lost, along with their
corresponding symmetric virtual elements in sub ma-
trices S5 and S5.

To tackle with such harsh operational scenario
uncertainties we address two DED inspired propos-
als. The first one is to perform an interpolation be-
tween the rows and the columns next to the missing
elements in the matrix Y, in a sparse form as shown in
Fig. 10. When the sensor m' = k presents a signal fail-
ure, the following interpolation is to be performed

Yr(k,m,):Yr(k+1,m)42rYr(k—1,m) 5)
form’=1, ... M; M=24.

This new interpolated matrix Y,(k,m’) is con-
structed for replacing the distorted matrix Y,, and
next, the DED-MSF image formation procedure (2)
is performed.

The second DED inspired approach is based on
the 4-nearest neighbor interpolation (4-NNI) tech-
nique [11]. This technique is applied to fill in the lost
data directly in the visibility function domain related
to the distorted matrix Y, (see Fig. 5(b)). In Fig. 11,
we explain the 4-NNI procedure in a graphical form
in the visibility domain. The lost data row is displayed
as empty dots in the visibility function, and the ap-
plied 4-NNI technique consists in averaging four
nearest sensors data measurements to interpolate the
concerned empty data slot (u-v sample). This is done
performing the following

Y (k,m’):l Y. (k-1m'+1)+Y,(k-1,m')+
r 4 r r

(6)
+Y, (k+1,m")+Y,(k+1,m' -1))
form'=1, ..., M; M=24.
Our next objective is to determine the maximal
number of disabled sensors with which the DED
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Fig. 9. Multiple target scene imaging protocols: (a) multiple target scene specification; (b) scene image in the x-y plane
formed with the X-configured imaging array via implementing the technique (2); (¢) the same scene image formed
with the O-configured imaging array system; (d) the same scene image formed with the Y-configured (GeoSTAR)
imaging array system. In all reported simulations, the images have been reconstructed from the data contaminated

with additive zero-mean Gaussian noise with the same signal-to-noise ratio, SNR = 20 dB

regularized MSF procedure (2) (DED-MSF) can still
operate within some admissible performance degra-
dation level. In Fig. 12, the related simulation results
are shown for the 4-NNI method (6).

IV. OPTIMIZATION OF GEOSTAR ARRAY
CONFIGURATION

At the HW design level, three configuration “de-
grees of freedom” that we denote as {y, da, D} influ-
ence the overall PSF performances. In particular,
parameter y specifies the adopted array geometry (X,
O or Y); da is the inter-element spacing, and D; rep-
resents the effective aperture width of a single sensor.
Unfortunately, no unique criterion exists for balanced
optimization of {y, da, D} aimed at minimization of
the resolution cell width over the balanced suppres-
sion of the PSF side lobes [6], [11].

That iswhy, in this study, we perform the solution
to the HW-level optimization problem employing a
new quality metric that we construct following the
general DED framework [4], [5] for minimization of
the energy of the main beam (£y) of the PSF balanced
over the normalized energy of the PSF side lobes ( Eys).
That is, we construct the PSF shape metrics p; (that
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characterizes the quality of spatial resolution) to be
proportional to the energy of the main beam Ej and
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Fig. 10. Illustrating the structure of the DED-sparse
GeoSTAR-configured MAR system data correlation
matrix Y, (collected data signal visibilities)
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inversely proportional to the energy of the PSF side
lobes energy norm Esscaled by the factor Cy, i.e.,

GeoSTAR Array UV Spacings
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Fig. 11. Graphical description of the 4-NNI algorithm
for reconstruction of matrix Y, (in the visibility function

domain)
E (YadAaD)
w(v,dy, Dy) = = : (7)
ne Eg(v,dy,Dy)Cy (v,d 4, Dy)
where the scaling factor
mes, s\ MB(y,d ;,D,)
Cy(1,dy, D) =—2 - (®)

mes.q 1, SL(y,d,, Dy)

is calculated by measuring the main beam area mes(o.s)
(MB) at 0.5 threshold from its maximum level nor-
malized by the corresponding side lobes area meso.1)
(SL) measured at 0.1 threshold from the PSF maxi-
mum level. We address this metric (7) as an indicator
of the efficiency of the employed array configuration
subject to three controllable geometrical degrees of
freedom (interelement spacing, antenna array geom-
etry and the effective aperture width of a single sen-
sor). In Fig. 13, the performance metric (7) is pre-
sented for 10 possible tested inter-element spacings,
in particular, daq) = 0.5ho, da@) = 0.8k, da3) = Ao, daw
= 1.57»0, dA(s) = 1.87»0, dA((,) = 27\,0, dA(7) = 2.57\0, dA(s) = 37»0,
dn©) = 3.5, and daqo) = 4)., with a field of view of 60°.
This metric can be also referred to as a normalized
probability of target detection [11]. From the analysis
of these data of Fig. 13, it follows that the best imaging
and detection performances evaluated via metric (7)
is achieved with dae) = 22, as it was previously previ-
sioned in [11].

To quantify the imaging performance in the harsh
operational scenarios, we also employed the conven-
tional signal-to-noise improvement (SNI) metric

> |picld - picN |2
_ (x,'ayj) ’ ':1 .

> |picld - picOb|2

(x,‘,.Vj)

N )

12%)

where N represents the number of pixels in the image
scene (at a particular range gate), picld is the hypo-
thetical ideal image, picN is the MSF image formed
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Fig. 12. Multiple target scene imaging protocols for 24 inter-
element spacing: (a) TAGs scene image in the x-y plane formed
with the Y-configured imaging array via implementing the MSF

technique (2) for 30m range gate (scenario without operational un-
certainties); (b) scene image formed for the same range gate with 5
disabled sensors (without employing any correcting algorithm); (c)
the same scene image with the same 5 disabled sensors formed via
aggregating the MSF technique (2) with the 4-NNI method (6). All
scene images have been reconstructed from the data contaminated
with additive zero-mean Gaussian noise with the same signal-to-
noise ratio, SNR =20 dB
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in a scenario without operational uncertainties and
picObis the corresponding DED-MSF image formed
in a harsh (uncertain) scenario. The difference be-
tween the desired image and the actually formed dis-
torted image is calculated via (9). In Fig. 14 the SNI
values (9) are presented in a graphical format.

As it was mentioned before, one of the goals of
the undertaken analysis is to determine the maximal
number of disabled sensors with which the MAR that
employs the DED-MSF method (2) can still oper-
ate within some performance degradation tolerance
level. It is reasonably to specify such the level via the
admissible SNI losses, e.g., —3 dB SNI losses.

Based on the analysis of the performances report-
ed in Fig. 14, one may conclude that at the admissible
—3 dB SNI loss threshold level, the DED-MSF (2)
can still operate with up to 7 disabled sensors when
aggregated with the DED regularized 4-NNI tech-
nique (6).

MIR-Y PSF Performance

0.08 r ,

T o007

o
=3
-3

o
=3
=
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.O =]
8 £

1 2 3 4 5 6 7 8 9 10
Intersensor Distance

Fig 13. w; metric for the MAR-MSF technique (2)
for Y-configured MAR

: i ~— None
== o= -=4--------4-—&— Method (5)
i -8 Method (6)

w
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Performance Metric 1y

&

2 4 6 8 10 12 14
No. of damaged Sensors

Fig 14. puy metric for the MAR-MSF technique (2)
for Y-configured MAR. The p, metric characterizes
the SNI loses dependent of the number of disabled sensors

DISCUSSIONS AND CONCLUDING REMARKS

We have addressed the new robust DED ap-
proach for enhanced imaging of multiple target
scenes in harsh operational environments directly
adapted to MAR imaging systems with different array
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configurations. We have also presented the detailed
analysis of operational performances for uncertain
operational scenarios, in particular, with antenna ar-
ray sensor displacement due to damage or manufac-
turing errors and/or some possibly disabled sensors.
The reported performance analysis establishes the
tolerance to such harsh operational uncertainties ad-
missible with the proposed robust DED-MSF imag-
ing procedure.

The presented high-resolution target localization
protocols are indicative of the superior operational
efficiency of the Y-configured multimode imag-
ing MAR system with the adopted GeoSTAR array
geometry. The reported PSFs provide explicit in-
formation on the spatial resolution achievable with
such MAR system that employs the proposed DED-
robustified MAR-MSF image formation technique.
We demonstrated via the analysis of behavior of
quality metric that the inter-element sensor spacing
dac) = 2o yields the best imaging performances for the
60° adopted field of view; the larger inter element spac-
ings (da > 2 ) result in undesirably high artifacts (in-
admissibly high grating sidelobes level) that is strongly
undesirable for the target localization problems. For
the purpose of precise multiple target localization,
we established an admissible SNI loss threshold of
—3 dB and found that the robustifitd DEDR-MSF
technique admits operating for up to 7 disabled sen-
sors. In future studies, we intend to focus on the HW-
SW co-design aimed at the resolution enhancement of
the DED-MSF imagery and approaching the super-
resolution imaging performances with MAR systems.
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VYIK 621.396

Merton peryaspu3andi Ha OCHOBE [€CKPUNTHUBHOTO
TJIAHUPOBAHHS IKCIEPUMEHTOB ISl (h)OPMHUPOBAHUSA BbHICO-
KOpa3pemanmux paadou30o0pakennii B MyJbTUMOAAb-
HpIxX PJIC ¢ anrennbiMu pemerkamu / B.D. Dcnanac, 10.B.
IlIxBapko // MpuknagHast paguoanekTpoHuka. — 2013.
Tom 12. Ne 1. — C. 157-165.

[MpennoxeH HOBBI METOJ PETyJIsipu3aliuyi 00paTHbIX
3aga4 hopMupoBaHus pagnonokannoHHbIX (PJI) n3obpa-
JKEHUI C YJIYYIIEHHBIM pa3pelieHrueM Ha OCHOBE TEOpUH
JNECKPUNTUBHOTO MJIaHUPOBaHUS dKcriepuMeHToB (JIT19D)
IUCTAaHIIMOHHOIO 30HAMpOBaHM. J1IsT He0OXOOUMOI 13-
obiTouHocti PJI m3mepeHMil MCMOJb3yeTCsI MHOTOMO-
JIoBasl TOJISIpU3alvsi, MO3BOJISIONIAsT KOMIUIEKCUPOBATh
PJI n3o6paxkeHust OTAEIbHBIX MO U 00ECIIeUnTh pobacT-
HOCTh 00pa0OTKM CUTHAJIOB B pa3JIMYHBIX OMePallMOHHbIX
cueHapusx. [Ipemtoxennbiii JIITD-1moaxon ocyecTBisi-
eT pobacTHylo Mommdukamuio Mmeroma Ban-Llutrepra
— llepnuxe mnsa PJIC ¢ aHTeHHBbIMU peleTkaMu. Meton
peanusyetcst B popMe OaHKa COIIAaCOBAaHHBIX (DUIBTPOB
dopmupoBanus PJI nzo0paxeHWit Ha pa3aUYHBIX MO-
nax. dopma pesyabTUpyIOllei BelleCTBEHHON (PYHKIUKU
HEOIpeNeIeHHOCTH ONTUMU3UPYETCs Ha OCHOBE MeToJa
JTTD-perynsapusalnu, KOTOPBINA peaan3yeT ONTUMAIbHBI
OaslaHC MeXy MOBBILIEHUEM pa3pellieHus: U GUIbTpaluu
roMeX, aganTUPOBAHHBIN K CIIEHApUSIM BU3yaTu3alvuu
MHOXECTBEHHBIX 1IeJieli B YCIOBMSIX CTaTUCTUYECKOM
arpyuopHOil HeompeaeJeHHOCTU. YHUCAeHHOe MOAEIUpPO-
BaHME IIOATBepxKAaeT 3(PPEKTUBHOCTb MPEMIOKEHHOTO
Merona (opMupoBaHuUs Bbicokopaspemawiux PJI uzo-
OpakeHUIT MHOXECTBEHHBIX 1IeJIell B CTaTUCTUYECKU He-
onpeeIeHHBIX OTIepallMOHHBIX CLIEHAPHSIX.

Karouesvle crosa: aHTeHHas1 pelieTka, IeCKPUITTUB-
HOE TUIAHUPOBAaHUE IKCIIEPUMEHTOB, MHOroMmoaoBas PJIC
(bopMupoBaHMs N300paXKEHUH, perysapu3aiiys.

Wn. 14. bubmmorp.: 11 Ha3B.

VYIK 621.396

MeTton peryasipizaiii Ha OCHOBi JIeCKPUINITHBHOIO MJia-
HYBAHHS1 eKCIlePMMEHTIB AJ151 Y OPMYBAHHS BUCOKOPO3Pi3HsI0-
4yux pario3o0paxens B MyabTuMoaabHuX PJIC 3 anTeHHUME
pewitkamu / B.E. Ecnianac, FO.B. IlIkBapko // [pukiagHa
pamioenektpoHika. — 2013. Tom 12. Ne 1. — C. 157-165.

3anpornoHoBaHO HOBUII METOJ peryisipu3aliii ooep-
HeHux 3amad ¢dopmyBaHHs pamionokauiitnux (PJI) 3o-
OpakeHb 3 MOKpaIlleHUM pO3pi3HEHHSIM Ha OCHOBIi Teopil
JNIECKPUNTUBHOTO T[UlaHyBaHHs ekcriepumeHTiB (ITE)
JNMCTaHLiHOTO 30HaAyBaHHs. [IJ15 3a0e3meueHHs HeOOXi-
Hoi HagMipHocTi PJI BUMiptoBaHb BUKOPUCTOBYEThCS Oa-
raTOMOJ0Ba NOJISIpU3allis, 1110 A03BOJISIE CKOMILIEKCYBaTH
PJI 300paxkeHHsT oKpeMuX MoJ i 3a0e31eunuTy poOacHiCTh
00pOOKM CUTHAJTIB Y Pi3HUX OTepaliiiHUX ClieHapisX. 3a-
nponoHoBanuit JAITE-minxin 3ailicHIoe poGacTHY MOIU-
¢ikanito merony Ban-Llitrepra — Lepnike mia PJIC 3
aHTEHHUMHM pelriTkaMu. MeTton peanizyerbest y opmi
0aHKYy y3romkeHux GibTpiB popmyBaHHs PJI 300pakeHb
Ha pi3Hux Momax. Mopma pe3yabTyIouoi AiicHOT QYHKIIT
HEBM3HAYEHOCTI ONTUMI3yeThbcsl Ha ocHOBI MeTony ATTE-
peryJsipusallii, IKMi peaizye oNTUMaJIbHUIA OalaHC MixX
MMIBUIIEHHSIM PO3Pi3HEHHST Ta (UIbTpalili MHepeIIKo,
azanToOBaHUI MO CLIEHApiiB Bi3yasizailii MHOXWHHU 11ijieit
B YMOBax CTaTUCTUYHOI aipiopHOi HeBU3HAYeHOCTi. Kijb-
KiCHE MOJEJIIOBAaHHS MiATBEPIKYE e(DEeKTUBHICTh 3apo-
IMOHOBAHOTO MeTony (hOPMYBaHHSI BUCOKOPO3PIi3HSIOUMX
PJI 300paxkeHb MHOXMHM LIiJIe Y CTATUCTUYHO HEBU3HA-
YEeHHUX OIlepalliifHIX CLIeHAPIsSIX.

Knouogi cnoéa: aHTeHHaA PeEILIiTKA, NECKPUMNTUBHE
IUIaHyBaHHS eKCIlepuMeHTiB, 6araromoaoBa PJIC popmy-
BaHHSs1 300paxkeHb, peryJsipusaltisi.

In. 14. Bi6aiorp.: 11 Haiim.
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