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WAVEFORM DESIGN FOR MASKING EFFECT REDUCTION
IN NOISE RADAR USING VITERBI ALGORITHM

E. TOHIDI, M. NAZARIMAJD, H. HAGHSHENAS, AND M.M. NAYEBI

Signal processing in noise radar is based on the calculation of the correlation between transmitted and
received signals. Strong echoes of nearby targets present relatively high sidelobes in the correlation function,
thus they can conceal weak echoes of far targets (masking effect). Therefore, finding methods to suppress this
effect becomes important. These methods can be implemented at the transmitter or receiver side. There are
many new methods developed for the receiver side and a few methods applicable at the transmitter side. The
main idea of suppressing side lobes at the transmitter is to design a specific noise signal instead of using pure
random noise. A new waveform design to reduce the masking effect is introduced in this paper, which is based
on Viterbi algorithm and the produced signals are quantized.
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I. INTRODUCTION

Pulse compression is an effective method for
achieving medium- and high-range resolution in
long-range radars.

For a long time, the desired range resolution has
been obtained by means of linear frequency modula-
tion (chirp) and matched filtering, in both pulsed and
continuous wave (FMCW) radars. Recently, high
resolutions are frequently achieved in ultra-wide band
radars, often using noise or pseudo-noise signals for
target illumination [ 1—3]. The noise radar technology
is a radar technology which uses the noise continuous
waveform as a probe signal and correlation (or double
spectral) processing of the radar returns as its optimal
reception (matched filtering) [4]. Having been con-
sidered as early as the 1950s, the concept of noise ra-
daris not new [5]. Noise waveforms enable independ-
ent range and velocity resolution, which is regarded as
a very significant attribute in the design of surveillance
radar systems having moving target indicator (MTI)
capabilities. In addition, noise radar guarantees high
resolution, low cost, robustness to countermeasures
and good electromagnetic compatibility.

Moreover, noise radar waveforms are of interest
in LPI (low probability of intercept) radar and re-
peater jamming. These radars have been used for the
measurement of range profiles [6], Doppler estima-
tion [7], detection of buried objects [8], interferom-
etry [9] and inverse synthetic aperture radar (ISAR)
and synthetic aperture radar (SAR) imaging [10—12].
A more complete list of the literature on noise radars
is provided in [13].

One of the major troubles that should be con-
sidered in radar design is weak target echo that may
be masked by strong ones. This problem can be eas-
ily solved by utilizing range gain control in pulse ra-
dars, because of the time separation of near and far
echoes. Also it is reduced in FMCW radars by using
analogue filters benefiting from the frequency separa-
tion of near and far echoes. In contrast with pulse and
FMCW radars, there is no frequency or time separa-
tion in continuous wave noise radars. Consequently,
the sidelobes generated by range compression blocks
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may reduce radar sensitivity and detection range [14],
and in the case of two close targets with significantly
different RCS, it may also lead to masking the weak
one. Moreover, crosstalk signal and clutter can be
considered as important origins of masking effect.
Several methods have been developed to counter
the masking effect [15]. The crosstalk signal and the
ground clutter can be adaptively removed from the
received signal with an adaptive lattice filter [16, 17].
The non-zero Doppler clutter can also be removed by
using avariation of the previous method [18, 19]. Since
this method is not applicable to high-speed targets,
stretch processing has been proposed by Misiurewicz
and Kulpa [14] and Kulpa and Misiurewicz [20] to
overcome the masking effect in noise radars. Another
method of suppressing range sidelobe level (RSL),
applied to random binary phase coded waveforms,
has been introduced by Hong et al. [21]. An apodiza-
tion filtering technique, developed in [22], achieves
sidelobe suppression of greater than 20 dB. Nelander
[23] has presented a sidelobe suppression algorithm
based on inverse filtering. Sidelobe suppression can
also be achieved using an iterative algorithm known
as CLEAN [24]. Although all mentioned methods are
based on signal processing at the receiver part, there
are very few noticeable works focusing on the wave-
form design at the transmitter part of noise radars.
In [25], it is shown that transmission of a sine wave,
which is phase or frequency, modulated by random
noise waveform leads to improved sidelobe suppres-
sion in comparison with transmission of a pure noise
waveform. In [26], a method of waveform design with
the goal of masking effect suppression has been devel-
oped. The proposed waveforms use many short codes
to produce a code with the length of the product of
the shorter codes lengths. The resulted long code can
be arbitrarily long by introducing new shorter codes
iteratively. A method for designing chaotic waveforms
with parameter optimization for the purpose of com-
plex target detection has been suggested by Carroll;
however, it does not concern the masking effect [27].
As the review of noise radar literature shows, most
of the algorithms that have been developed in order

11



RANDOM WAVEFORM DESIGN

to decrease the masking effect are applicable in the
receiver end. Hence, it should first be clarified that
whether masking effect reduction in noise radar is
possible by concentrating on waveform design [28].

In this paper, a new waveform design based on
Viterbi algorithm to reduce masking effect in random
phase modulated radarsis introduced. Uniqueness of
the developed algorithm comes from the quantized na-
ture of designed signal which is another step to applica-
bility. In previous waveform design methods which is
presented in [29], the output signals are analog phases
in range [-m,n]; however in practical radars, phases
should be quantized with limited number of bits.

In the following sections, first of Viterbi algorithm
is reviewed. second, all necessary parameters are de-
fined. Next, waveform design using Viterbi Algorithm
is introduced. Next, simulation results are discussed
and eventually paper will be concluded.

I1. VITERBI ALGORITHM

The Viterbi algorithm was proposed by Andrew
Viterbi in 1967 as a decoding algorithm for convolu-
tional codes over noisy digital communication links.
The algorithm has found universal application in de-
coding the convolutional codes used in both CDMA
and GSM digital cellular and etc.It is now also com-
monly used in speech recognition, keyword spotting,
computational linguistics, and bioinformatics [30].

Since that time, it has been recognized as an
attractive solution to a variety of digital estimation
problems [30].

In its most general form, the VA may be viewed
as a solution to the problem of maximum a posteriori
probability (MAP) estimation of the state sequence of
a finite-state discrete-time Markov process observed
in memoryless noise [30].

In the presence of intersymbol interference in
communication channels, using the whitening filter
in system results [31]:

Vo= oSulin +1 )

Where {n, } is a white Gaussian noise sequence,
{/} is a set of tap coefficients of an equivalent dis-
crete-time transversal filter with length of L and {/, }
s the information sequence.

MLSE of the information sequence {/, } is most
easily described in terms of the received sequence
{v,} at the output of the whitening filter. In the pres-
ence of intersymbol interference that spans L +1
symbols ( L interfering components), the MLSE
criterion is equivalent to the problem of estimating
the state of a discrete-time finite-state machine [31].
The finite-state machine in this case is the equivalent
discrete-time channel with coefficients {f, }, and its
state at any instant in time is given by the L most re-
cent inputs, i.e., the state at time k is

Sy =, Ly 5o di ). (2)
Where [/, =0 for £ <0 . Hence, if the information

symbols are M-ary, the channel filter has M’ states.
Consequently, the channel is described by an M*
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-state trellis and the Viterbi algorithm may be used to
determine the most probable path through the trellis.
The metrics used in the trellis search are akin to
the metrics used in soft-decision decoding of convo-
lutional codes. In brief, we begin with the samples
VisVaseesVy . » from which we compute the M**

metrics Iy

iy Inp(vy |[k Ay s Ay p) (3)

The M**' possible sequencesof 1, ,,,1,,....1,,1,
are subdivided into M* groups corresponding to the
M*" states (I,,,,1,,...,1,) Note that the M sequences
in each group (state) differin /, and correspond to the
paths through the trellis that merge at a single node.
Form the M sequences in each of the M’ states, we
select the sequence with the largest probability (with
respect to /,) and assign to the surviving sequence
the metric

PM\(I,,)=PM, ([L+17[L7"'vl2)

L1 )
=max Y Inp(v |1, 1D y)
P

The M -1 remaining sequences from each of the
M* groups are discarded. Thus, we are left with M~
surviving sequences and their metrics.

Upon reception of v, ,, the M L surviving se-
quences are extended by one stage, and the corre-
sponding ML*! probabilities for the extended se-
quences are computed using the previous metrics and
the new increment, whichis Inp(v, |15, 1.--15) -
Again, the M**! sequences are subdivided into M*
groups corresponding to the M’ possible states

(I;.5,1;,,---15) and the most probable sequence
from each group is selected, while the other M -1
sequences are discarded.

The procedure continues with the reception of
subsequent signal samples. In general, upon reception
of v, , the metrics

PM (1) =max[Inp(vy |1 gren i)+
+PM, (IL+k71 )]

That are computed give the probabilities of the

M* surviving sequences. Thus, as each signal sam-
ple is received, the Viterbi algorithm involves first the

computation of the M L*! probabilities
Inp(v, ., |IL+k g )+ PMy (L)

%)

corresponding of the M1*! sequences that form the
continuations of the M’ surviving sequences from
the previous stage of the process. Then the MX*! se-
quences are subdivided into M’ groups, with each
group containing sequences that terminate in the same
setof symbols 7, ,,.../,,, and differ in the symbol /, .
From each group of M sequences, we select the one
having the largest probability as indicated by (5), while
the remaining M-1 sequences are discarded. Thus, we
are left again with M’ sequences having the metrics
M, (1,.,) [31].
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II1. DEFINITION OF ISLR

The transmitted and received signals are repre-
sented by x, and y, respectively. Assuming a maxi-
mum delay of N samples for farthest target, signals
can be divided into N-sample blocks [32].

To extract information of targets at the receiver,
a time correlation between these signals is calculated,
which is between successive blocks. The time correla-
tion between block m and m+1 is represented:

m+1)N -1 *
PGm) =3 " v (6)
Where i=0.1,....N,m=0,1,....M -1, symbol *

represents complex conjugate and M is the total
number of blocks. Ignoring Doppler effect, received
signal is a delayed version of transmitted one

Yie = Xt - (7)
Suppose phase modulating signal:
x, =%, (8)

Using (5), (6) and (7) results:

DN-1g
Pam)=3," o
Range main lobe take place, when i and / are
equal and Range side lobe in other case. Sidelobes are
divided into two groups based upon sign of i —/ , show
them with C', and D, respectively [32]:

(m+1)N-1 /ek AL _
=D . p=12...,N

Ok —Okis) 9)

(m+2)N-1 jek —JOk—p
D zk (m+1)N ’

p=12..,N (10

In addition main lobe level is made up with C,
and D, which are equal to N Fig. (1) represents a
simple example of Masking weak target main lobe by
strong target sidelobe [32].
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Strong Target
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Side lobe
. WeakTarget

1
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Fig. 1. Comparing magnitude of correlation
of a strong and weak target

The Integrated side lobe ratio (ISLR) is defined
as the total energy of sidelobes to total energy of main
lobe, will equal

ISLR= % (11)
| Do|” +|Co|
And J is defined as below:
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1 N 2 2

J:ﬁzp:1(|cp| +|Dp| ) -

ISLR is an appropriate measurement of mask-

ing effect, from now on, the purpose is to minimize

ISLR. Let’s have a more detailed look on ISLR. As

mentioned before, |Dy| and |Cy| are constant and

equal to N , thus minimization of ISLR and J are
equivalent. Expanding eq. (12):

12)

N N-1
J=>> Z {cos(0; +0,,, —0,, —0,)+
k=1 i=1 j=i+l (13)

+COS(9/'+N 0 vk =0y 0 vk )}

Procedure of finding the appropriate phases for
waveform design will be block by block, it means set
first N-signal block randomly. Find the second N-
signal block to minimize the ISLR due to these two
blocks, and continue these progress up to end.

To find the transition coefficients among Markov
process states, we rewrite Jin a new form. That is

J=J ot Iyt Iy oty (14)

Where, J ., is the constant part of J due to the
first N signal of first block which have been set and is
independent of the second block that is in optimiza-
tion process J ,,,m=N +1,...,2N , is part of Jwhich is
affected by signals 1 to m.

N  m-k-1
J .= Z c0s(0,, +0; =0, —0,,_,)+
k=m-N i=]
N m-N-1 (1)
> cos®,, +6,, v x =0, x —6,,%)
oy

i=

Implementation of VA to minimize ISLR is dis-
cussed in subsequent section.

IV. ALGORITHM

In section I, a general discussion of VA was pre-
sented and important parameters were described. Let
study this subject in detail.

The proposed waveform design method is based
on VA, thus a Markov process, states, transition
weights, decision criteria and all other parameters
should be defined and a one-to-one correspondence
between these parameters and the in hand problem
should be made.

Suppose, signals of first block are chosen com-

pletely random. Now we are going to ﬁnd the i”

block signals. More precisely, phase of i” block sig-
nals. Clearly, due to quantized nature of produced

signals, each phase can have 2" different values,
where nbits is the number of quantization bits. As
stated in previous section, ISLR is our criterion in de-
signing the signals. In addition, equivalence of ISLR
and parameter J was proved. Thus, the cost functions
are chosen based on parameter J. For designing each
new block signal, a new Markov process is synthe-
sized, which has N steps (equal to number of sig-
nals in a block). It means, each step is matched with
equivalent signal. In transition between step k to step

k+1,(k+1)" , signal is under investigation.
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Ideally, number of states in each step, is number
of all different cases of previous signals in the block.
However, simple calculations show that is impossible
in practical cases due to large consumption of memory
and calculations. Thus, parameter L is defined, which
is the memory (or buffer) size of algorithm. Parameter
L means, in process of calculating different choices
of 6, , different cases of the last L signals are kept,
however the other previous signals should have been
determined up to that moment. i.e. 6, , , should
have been determined and costs for 6, are calculated

based on 2" different values of 6, and many differ-
ent cases for 0, _;, to 6, ,. Remember, these differ-
ent cases are survived path of VA from previous step.
Now, 6,_, should be determined based on the 6,_;
of the minimum cost survived path of step &, and algo-
rithm continues. Remember in step NV, all the 0, _;
to 0, should be determined based onthe 6,_, to 6,
of the minimum survived path of N step.

A General description of proposed algorithm has
been described so far. Now it’s time to look in more
detail to the algorithm. As discussed in section II, sur-
vived pathin VA should be chosen based on a criterion.
In section II it was probability, however as mentioned
before, parameter J is our cost function and criterion
for determining survived path. Due to parameters L

and nbits , there are 2"**" states in each step. Each
step is determined with a unique survived path. In ad-
dition, each state has a cost, which is sum of corre-
sponding survived path, vectors cost. Let Illustrate the
above parameters through an example. Again, sup-

pose we are in transition of k" step to (k+1)" step.

Thus survived paths and costs of all the states in k"
are determined and we should calculate these param-

eters for stats of k+1step . There are 2" different
possibilities for 6, ,,. Vectors are the links, connect-
ing states of k™ step to states of (k+1)" step. There
are 2" outgoing vectors from each state of k™ step,
and incoming vectors to each state of step k+1 .
Each state in k" step is one of the 2"*L different
cases of 0, , to 0, , and each state in (k+1)" step is
one of the 2> different cases of 6, ,,, to 0, . Vec-
tors cost of this transition is calculated by Eq. (15).
Note that m=k+ N +1 and 6,, is the corresponding
value of 0,,,. Now, each state of step k +1 has 2"
incoming vectors with different costs. If vectors cost

are added to states cost of their sources, 2" dif-
ferent total cost for each state is found. Clearly, the
survived path is the path with minimum cost and the
state cost is the minimum of the costs.

Note that the process depends on the parameters:
N,L and nbits .

V. SIMULATION RESULTS

In this section, simulation results of developed
method are presented. Variation of ISLR versus L of
VA method for N =8 and different values of nbits is
plotted in Fig. (2). As expected, increasing nbits leads

2nbits
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to better ISLR (reduction in ISLR). In addition, note
that ISLR decreases while L increases, which was
predictable. This observation comes from the fact
that, increasing L , is translated to increasing memory
and including more cases that clearly result a better
performance and of course imply more computation-
al complexity.

Fig. (3) is similar to Fig. (2), however N =16.
Those observations are confirmed in this plot again.
Another interesting point is a negligible difference be-
tween the results of Fig. (2) and Fig. (3), which show a
low relationship with N, number of signals in a block.

It should be emphasized that the ISLR improve-
ment shown in following figures are in relative to pure
noise sidelobe level. It means, to obtain sidelobe level
of designed signal, these numbers should be added to
pure noise sidelobe level.

ISLR vs. L of VA method for N=8 and different nbits
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Fig. 2. ISLR vs. L of VA method for N =8
and different values of nbits.

ISLR vs. L of VA method for N=16 and different nbits
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Fig. 3. ISLR vs. L of VA method for N=16
and different values of nbits

Few methods of waveform design for masking ef-
fect reduction have proposed till now. As mentioned
before, all these methods make analog outputs. To
have criterion of developed method performance,
one of the best previous methods presented in [29] is
compared with VA method, which is named Conven-
tional method in tables in the following.

To have a fair comparison, output phases of Con-
ventional method are quantized with similar number
of bits for VA method and the results are represented in
Table (1) for case N =8 and in Table (2) for N =16
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Table 1
Performance comparison (ISLR) of VA
and Conventional methods for N =8
nbits Conventional method VA method
1 -1.1dB -2.9dB
2 -2.7dB -3.7dB
3 -4.5dB -5.7dB
Table 2
Performance comparison (ISLR) of VA
and Conventional methods for N =16
nbits Conventional method VA method
1 -1.3dB -4.2 dB
2 -2.8dB -4.8 dB
3 -4.5dB -5.6 dB

ISLR of Conventional method is represented in
second column of both tables and the third column
is ISLR of VA method. First, second and third row of
each table is for the cases of number of bits equal to
one, two and three respectively. Better performance
of developed method is visible for all the conditions
and the results are similar for both cases N =8,16 .

VI. CONCLUSION

During the correlation process between trans-
mitted and received signals, relatively high sidelobes
of strong echoes of nearby targets can conceal weak
echoes of far targets (masking effect). There has been
a wide study on this subject which led to different
methods. These methods can be implemented at the
transmitter or receiver side.

There are many new methods developed for the
receiver side and a few methods applicable at the
transmitter side. The main idea of suppressing side
lobes at the transmitter is to design a specific noise
signal instead of using purely random noise.

In this paper a new waveform design to reduce
the masking effect was introduced which is based on
Viterbi Algorithm. The important difference of devel-
oped algorithm with other waveform design methods
is the quantized nature of the produced signal that
makes it more applicable. In addition, simulation
results showed the higher performance of developed
method in comparison with previous ones.
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IlosyyeHue curHajga Ajis CHUXKEHHS MACKHUPYIOIIETO
3¢ ekTa B IyMOBOM PAIN0JIOKATOPE C UCNOJIb30BAHUEM AJI-
roput™a Burepon / E. Toxuau, M.H. Mamxk, X.X. Ixxapua-
Hu, M. Has6u // I1puknanHasi paiuoaieKTpoOHMKa: Hay4.-
TexH. XypHas. —2013. — Tom 12. — Ne . — C. 11-16.

O0OpaboTKka CUTHAJOB B IIYMOBOM paadOJIOKAIU
OCHOBaHa Ha BBIYMCJIIEHUN KOPPEISLUM MEXIy repeaa-
BaeMbIM U MPUHUMAEMbIM cuUTHajaMu. CHUJIBHOE BXO OT
Onuznexanux 1ejiei aBiseTcss TPUIYMHOU OTHOCUTETBHO
BBICOKOTO YPOBHSI OOKOBBIX JIETIECTKOB KOPPEJSLIUOHHON
byHKIIMK, TAKUM 00pa30M, OHU MOTYT CKPBITh CJTa0ble OT-
KJIMKM OT JaJIeKO PacoJIOXEeHHBIX Lieieil (3¢ heKT MacKu-
poBKu). [T03TOMY CTAaHOBUTCSI BaXKHBIM MOUCK METO/OB
IIJISI TIOJABJIEHMST 3TOTr0 3 PeKTa. DT METOIBI MOTYT OBITh
peanr30BaHbl HA MEepeaaloleii U Ha IPUEMHOI CTOPO-
He. CylllecTByeT MHOTO HOBBIX METOZIOB, pa3pabOTaHHbIX
NI KaHaJla TIPUeMHUKA, U HECKOJIbKO METOJ0B, TpUMe-
HsIeMbIX B KaHajie nepenatyvka. OcCHOBHas uues momja-
BJIEHUST OOKOBBIX JICTICCTKOB B TIepeIaTYNKe 3aKII0UaeTCs
B (hDOPMHMPOBAHUM LITYMOBOTO CUTHAJIA CO CIeIMaTbHbIMU
CBOICTBAaMM BMECTO UCTUHHO ciydaiiHoro mryma. HoBblit
crnocob6 (OpMHUPOBAHUSI CUTHAJIA C LICJIbIO YMEHbIICHUS
addekTa MaCKMPOBKM, KOTOPBIN TIPEJIOXKEH B CTaThe,
OCHOBaH Ha ajJroputMe BuTepOu ¢ KBAaHTOBAaHMEM IIOJIY-
YaeMbIX CUTHAJIOB.

Karouesvie crosa: mackupyomuii 3¢@eKT, 1IryMoBoOi
pannoyiokaTop, OOKOBBIE JIETIECTKU, aaropuTtM Butepou.

M. 03. bubauorp.: 32 Ha3B.
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OTpUMaHHS CUTHAJTY /151 3HIKEHHSI MACKYI0YOro edek-
Ty B IIyMOBOMY Pai0JIOKATOPi 3 BUKOPUCTAHHAM AJITOPUTMY
Birtep6i / E. Toxini, M.H. Mamx, X.X.[Ixxapiani, M.Has6i
// TIpukianHa pagioeIeKTpOHiKa: HayK.-TeXH. XKypHaJl. —
2013. —Tom 12. —Ne 1. — C. 11—16.

OO6poOKa curHaJIiB B IIIyMOBIli pajioyiokallii 3aCHO-
BaHAa Ha OOYMCIIEHHI KOpPEJALii MiX mepegaHuM i IpHu-
WHATUM curHaiamu. CuibHe BilJTYHHS Bif JOBKOJIMILIHIX
[iJIell € TIPUYMHOIO BIZHOCHO BMCOKOTO PiBHS OiYHMX
MEJIOCTOK KOpeJAliiiHOl (DyHKIIii, TAKUM YMHOM, BOHU
MOXYTb IMPUXOBAaTU CJa0Ki BiATYKHM Bil JajeKO PO3Talllo-
BaHUX Lineil (edekT MackyBaHHs). ToMy cTa€e BaxJIUBUM
MOIIIYK METOIB VIS 3aTJTylieHHsI 1Iboro edekTy. Lli MmeTomm
MOXYTb OYTU peali3oBaHi Ha MepeaaBajibHii a00 Ha Mpu-
WMaJbpHIl cTOpoHi. € GaraTo METOdIB, pO3POOJIEHNX IS
KaHaJy mpuiiMaya, i KiJibKa MEeTOIB, SIKi 3aCTOCOBYIOTHCS
B KaHaJli epenaBavya. OCHOBHA ifiesl 3amIyllieHHsST OiYHUX
TeJIIOCTOK B MepeaaBayvi rmoJjsirae y popMyBaHHi IIIyMOBOTO
CUTHAJIy 3i CITelliaJIbHUMU BIACTUBOCTSIMU 3aMiCTh iCTHMH-
HO BUITagKOBOTrO 1ymy. HoBuii criocié (popMyBaHHS cur-
HaJy 3 METOIO 3MEHIIIeHH e(peKTy MacKyBaHHsI, SIKWIA 3a-
MPOIIOHOBAaHU B CTaTTi, 0a3y€eThcsl HA aropuT™Mi BitepOi
3 KBAHTYBaHHSIM OJIep>KYBaHUX CUTHAIB.

Katouosi caoea: epekT MacKyBaHHS, IIIyMOBUI paio-
JIOKaTop, OiYHI MEeTIOCTKU, alropuT™ Bitepoi.

In. 03. Bi6aiorp.: 32 HaiiM.
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