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GRAPH-BASED WAVEFORM DESIGN FOR RANGE SIDELOBE SUPPRESSION

HAGHSHENAS H. AND NAYEBI M. M.

The cross-correlation between transmitted and received signals is known as a common processing method
in noise radars, but, it creates a lot of undesirable sidelobes which can mask weak echoes of far targets. A lot
of receiver-based algorithms are developed due to masking effect suppression. In this paper, a transmitter-
based method of waveform generation based on the graph theory is presented. First stage of this method tries
to design a graph consisting of nodes each corresponds to a random subsequence. In Second stage, output
sequence is generated by moving from one node to another based on the probability of each edge. First stage
is done offline while the second one is performed online. The subsequences are designed in a way that the
correlation sidelobe levels generated by two adjacent subsequences are reduced. The waveform randomness
is measured and compared with purely random waveforms.

Keywords: Random waveform generator, Graph theory, Random walk.

1. INTRODUCTION

Random signal radar (RSR) is a kind of radar
whose transmitted signal is generated by microwave
noise source or modulated by the lower frequency
white noise. Noise radar applications are very versatile
[1], such as range profiles measurement, detection of
buried objects, interferometry, collision warning, sub-
surface profiling, and ISAR and SAR imaging. One of
the main problems is the masking effect of strong tar-
get echoes on weak ones. Several methods have been
developed to counter the masking effect [2] such as
adaptive lattice filter |3, 4], stretch processing [5, 6],
apodization filtering [7], inverse filtering [§] CLEAN
method [9, 10] and etc. Most of methods can be cat-
egorized as the receiver side methods. While there are
various methods in this category, there are few meth-
ods focusing on the waveform design at the transmit-
ter part of noise radars. In our previous works [11-13],
it is clarified that masking effect reduction in noise ra-
dar is possible by concentrating on waveform design.
The developed method is called “Forward-Design”
method which can generate a random signal based on
consecutive subsequences.

In this paper, we expand this method and com-
bine it with the graph theory due to online generating
unlimited-length noise-like waveform based on an of-
fline design. The online generation of waveform from
a given graph is handled by means of random walk.
In this paper the method of generating and expanding
a strongly connected graph is discussed. The way of
designing subsequence of each node in a way that the
correlation sidelobe levels are reduced is explained.
Then the method of random walk is described. Fi-
nally, by means of computer simulation, the ability
of the proposed method in decreasing masking effect
is evaluated. Moreover, the randomness future of the
generated waveform is taken into consideration.

2. CORRELATION PROCESS

Commonly, receiver unit of a noise radar per-
forms correlation processing between reference signal
and the received one [14], represented by x, and y, ,

respectively. In this paper phase-modulated (PM)
signal is taken into consideration. The amplitude of
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signal, without loss of generality, is assumed to be one
and its phase is the design object.
x, =e’%. (1)
Since the maximum correlation shift is far less
than the integration time, the correlation process
can be done on N-point adjacent subintervals of the
reference signal and corresponding 2 N-point subin-
tervals of the received signal. This process is made in
M parallel pulse compressors (PC), where M is the
number of adjacent subsequences of the reference
signal. Each PC unit outputs N +1 samples which
correspond to radar range cells. The # output sam-
ple of m" PC is shown by p(r,m), where r=0,1,..., N
and m=0,1,...,M —1. Outputs of PC groups are then
processed by Doppler processing which can be im-
plemented by applying M-point FFT [9]. Using an
appropriate  CFAR detection algorithm, existing
targets can be extracted from range-Doppler matrix

0=[q(r,m)].

(m+1)N-1 )
p(ram) = Z XY ksr 2)
k=mN
M-1 o
q(r,m)="Y" p(r.k)e™" " u 3)
k=0

We suppose that the received signal is a de-
layed version of the transmitted one (d samples), the
stretch of the signal envelope due to target movement
during the integration time of one subinterval and also
its Doppler effect are negligible.

(msDN-1
plr,m)= Z XiXisr—d 4)
k=mN

Range mainlobe is occurred when rand d are
equal; in other cases, range sidelobes are produced.
We divide sidelobes of Point Spread Function (PSF)
into two groups based on the sign of ¥ —d , represent-
edby C, and D,(p=1,2,...,N). We show both C,
and D, togetherwith S, (p=1,2,...,2N ). §; (C; or
D) represents the mainlobe level of PSF.

(m+1)N-1 .
M=% xx., Q)
k=mN
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(m+2)N-1 .
D=3 xx_, (6)
k=(m+1)N
C,, =1,2,....N
s,= 7 ? )
D, y, p=N+1,N+2,.. 2N

The Integrated Sidelobe Ratio (ISLR) is used as
the measure of range sidelobe effect evaluation. ISLR
is defined as the ratio of total sidelobes energy to the
mainlobe energy of the PSF.

1 2N 2
Jo b 8
N S, ®)
2
ISLR=2NJ/ s,| ©)

It can be considered that the expectation value of
ISLR equals to 2 in the case of purely random signals
[11].

3. SUBSEQUENCES DESIGN

The methods presented in literature and dis-
cussed in section 1, try to decrease masking effect by
applying an appropriate signal processing method on
the received signal. In [11], it is shown that an alterna-
tive solution is usage of a well designed random wave-
form which leads to a better ISLR in comparison with
pure random waveform. Moreover it is illustrated that
obtaining a waveform with lower ISLR that can keep
its randomness characteristics is possible by imposing
some appropriate constraints on the waveform gen-
erator.

Considering (5)-(9), it is obvious that ISLR of
each PC subinterval only depend on N-point refer-
ence signal of current and next subsequences. This
property is the base of the proposed method in [11],
called “Forward-Design” method. The main idea be-
hind the Forward-Design method is to calculate each
N-point subsequence of reference signal as a function
of previous one with supposing ISLR minimization
as the cost function. To begin the method, the first
subsequence is selected randomly. The second sub-
sequence is derived by minimizing the cost function
of the first one. Applying the same procedure to the
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second subsequence leads to the generation of the
third one and this process can be continued until the
arbitrary length is reached. According to this method,
a random sequence can be generated by attaching
these subsequences.

The procedure of Forward-Design method can
be modeled as a directed path graph [15]. The di-
rected graph, generated by this method, has only one
path. Actually, this directed graph is a weakly con-
nected graph. It means that replacing all of its di-
rected edges with undirected edges produces a con-
nected (undirected) graph [16]. To generate a larger
path in this method, it is necessary to add new nodes
to the graph. Therefore, in order to generate unlim-
ited length waveforms, design of new subsequences is
required to be performed online. This characteristic
imposes heavy computational expense on the trans-
mitter. An alternative method to generate random
waveform based on predesigned subsequences is de-
veloped in this paper. To develop a method for gener-
ating random waveform offline, we need to produce a
strongly connected graph which contains at least one
path from one node of the graph to every other node
[16]. To generate and expand a strongly connected
graph, we need to introduce a way to insert a node
into an existing strongly connected graph. To fulfill
this purpose, we should find a method of generating
a subsequence which is placed between two existing
subsequences and satisfy minimum ISLR condition.
By reformulating the Forward-Design algorithm in
reverse order (Backward-Design) and combining
with forward order (Forward-Design), each N-point
subsequence of the reference signal can be calculated
as a function of the next and previous subsequences by
minimizing ISLR as the cost function. This method
is called “In-Between-Design” method. By applying
this method, we can produce a subsequence which is
laid between two known subsequences and has a re-
duced ISLR in correlation with its previous and next
subsequences.

The cost function of In-Between-Design meth-
od is assumed to be the summation of the cost func-
tions of Forward-Design (/,,) and Backward-Design
methods (/).
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Fig. 1. Improvement of ISLR in dB versus subinterval length for (a) Forward-Design method and (b)
In-Between-Design method
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Jp=Jy+J,. (10)

Minimization of the above cost function is per-
formed by means of numerical solutions such as Gra-
dient Descent (GD) algorithm. To fulfill this purpose
partial derivatives should be taken with respect to un-
known variables, 8, (N <k <2N).

0 (00) =3 O 3 D0 4

p=k-N+1 P

2N —k=1 n(0)* JjOksp
+Zp:1 DP €

an

k-N * N i
&0, )= Zp:l Cx(Jl) s szl Cg)ejew +
2N (1)* /0
+Zp:2N—kDP e’
oJ 1
LA |

E_N m{(éo (05 )+ &1 (6 ))e_jek} (13)

To evaluate the ability of the Forward-Design
and In-Between-Design methods to generate a ran-
dom subsequence with a lower ISLR, a lot of different
simulations have been done and the achieved results
prove the ability of the method to decrease the aver-
age power of sidelobes. For some different values of
N (16, 32, 64, 128, 256, 512, 1024, 2048, 3000, 4096,
8192 and 10000), improvement of ISLR expectation
value of the proposed waveform is compared with that
of pure noise waveform (AZSLR(N) ). For each value
of N , more than 100000 Monte Carlo replications,
including 100 different waveforms with the length of
1000 subintervals, have been performed. Improvement
of ISLR expectation value of the proposed waveforms
generated by utilizing Forward-Design method and
In-Between-Design one are shown in Fig. 1(a) and
(b), respectively. As this figure shows, we achieved
about 8dB and 6dB improvement in decreasing ISLR
for Forward-Design and In-Between-Design meth-
ods respectively. Although the improvement achieved
by In-Between-Design is less than Forward-Design
method, this method can be applied to develop the
random waveform generating based on the graph.

4. GRAPH GENERATION AND EXPANSION

Accordingto previoussection, one of the methods
of offline generation of a waveform is using strongly
connected graph (SCG). In this part, we introduce a
way of producing a primitive SCG and expanding it.
The method commences with a primitive SCG that
could be a simple cycle graph [17] with L nodes. It is
obvious that L must be at least 3.

Generating the cycle graph starts from choos-
ing an arbitrary N-point subsequence which corre-
sponds to the first node of the graph. Employing the
Forward-Design method a directed path graph of
length L-1 can be formed. Eventually, to obtain a

cycle graph, 1" node is inserted between the last and
the first nodes of the directed path graph. For expan-
sion of the existing graph we need a tool which keeps
the graph strongly connected. The procedure that can
fulfill this requirement is In-Between-Design meth-
od. To insert a new node to the existing graph, two

(12)
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nodes are selected as initial and terminal nodes, re-
spectively. Utilizing the In-Between-Design method,
a new node will be added between the initial node and
the terminal one. It is obvious that two edges, one
from the initial node to the new one and another from
the new node to the terminal one, are added to the
graph. Q times repeating of the expansion procedure,
agraphwith V' = L+Q nodesand F = L +20Q edgesis
obtained. In Fig. 2 arandom SCG is drawn. It can be
easily proved that the achieved random graph shown
by RSCG(L,Q) remains strongly connected.

Fig. 2. A random strongly connected graph

Since we want to form a sequence by a random
walk on the graph which meets each node with the
same possibility (uniform stationary distribution);
the regularity of the generated graph is preferable.
To make the above graph regular there are two ways.
Firstly, initial and terminal nodes in each expansion
stage can be selected in a way that keeps the nodes
degree the same as much as possible. Secondly, a suit-
able weight set of edges can be determined to make
stationary distribution more uniform.

In g™ stage of expansion procedure (1<g<Q),
the existing directed graph contains L+¢g—1 nodes
and L+2g-2 edges. In this stage, the initial and ter-
minal nodes are chosen from existing nodes accord-
ing to the following probabilities:

L = i=1,23,...,.L+qg-1

bi=T—"" "4
Li—l(DlJ
ia \ Dy
where parameter o is a non-negative number, i is
node index and D, denotes the outdegree and the in-

degree of i” node for choosing initial node and termi-
nal one, respectively. The number of incoming edges
to a node and outgoing edges from a node are called
indegree and outdegree, respectively. Using large val-
ue for o increases the possibility of being selected for
low degree nodes.

Evaluation of the graph regularity is performed
by measuring the standard deviation of node degrees
(o,). The expectation value of 6, versus a is depict-
ed in Fig. 3 for four different size of graphs. For each
size of graph, 1000 simulations have been performed.
We can see that this method results in a non-zero
standard deviation of node degrees, because nodes

(14)
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selected early in the process will get more neighbors
than nodes selected later on. As this figure shows, the
generated graph becomes asymptotically regular for
sufficiently large o and small ratio of L to Q. Onthe
other hand, small value of o offers more choices to
the expansion algorithm for selecting the initial and
terminal nodes, and consequently increases the graph
randomness. By making a trade-off between the regu-
larity and randomness, a suitable value for o could be
something like 5.

Standard deviation of node degrees
1.5

CG(300,3000), L/Q=0.1

RSCG(3 300) L/Q=0.01

© (303000)[JQ~001
(3 3000) L/Q=0.001 |

mean square deviation (NRMSD) of x; from the ide-
al value of 1/V" .

NRMSD =

S wt)
I -1
Vv Vv
o V-1 (18)

%

where notation |II| denotes the norm of vector II.

Table 1
Expectation value of NRMSD, in three conditions
Graph size Expectation value of NRMSD
EW,a=0 | EW,00=5| OW,a =5

RSCG(10,100) 1.08 0.46 0.23
RSCG(3,100) 1.14 0.51 0.2
RSCG(10,500) 1.14 0.51 0.22
RSCG(3,300) 1.17 0.52 0.21
RSCG(3,3000) 1.2 0.49 0.21

0 i : ; .
0 20 40 60 80
Parameter o

100

Fig. 3. Expectation value of the standard deviation
of node degree versus parameter o, for four different
graph sizes

However increasing the parameter oo may make
the stationary distribution closer to uniform distribu-
tion; it can limit the variety of the generated graphs.
An alternative solution to make stationary distribu-
tion more uniform is determining a suitable weight set
of edges. To optimize the uniformity of the stationary
distribution of graph G(V, F) , the following 5-step it-
erative algorithm is suggested.

(1) Set the weight of all the edges equal to 1.

1 g E
W, = if uv e- (15)
0  otherwise
(2) Calculate the transition probability matrix
P=[P,] asfollows:
WMV
b, =",

Zwui
i=1

(3) Calculate the stationary distribution (row)
vectorII=[r; |: TIxP =11 .
(4) Update the weight of all the edges:

1
1- —_
( é)wuv’ Ty >V

1<u,v<V

I<uyv<V

(16)

W, =W,

uy uv> Ty, =

1
vy
1
1 L
(1+&)w,,, nv<V

a7)

(5) Goto?2

The optimization procedure is terminated when
no noticeable change in the stationary distribution
is observed. The uniformity degree of the stationary
distribution is measured by means of normalized root
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In Table 1, the expectation values of NRMSD
in three conditions: equal weights (EW) with a=0,
equal weights with oo =5 and optimized weights (OW)
with ao=35 are tabulated. For each size of graph, 1000
simulations have been performed. By comparing the
results, the effect of the parameter o and the ability
of the described algorithm in making the stationary
distribution more uniform are evident.

5. GENERATING RANDOM WAVEFORMS BY
THE USE OF RANDOM WALK

Given a graph G and a starting node, we select a
neighbor of it at random according to the transition
matrix P, and move to this neighbor; then we select
a neighbor of the new node at random, move to it and
so on and so forth. The (random) sequence of nodes
selected in this way is a random walk on the graph. A
random walk is a memoryless Markov chain on graph
G. Markov property implies that knowledge of previ-
ous states is irrelevant in predicting the probability of
subsequent states. Therefore, the next state depends
entirely on the current state.

Since each node corresponds to an N-point sig-
nal, attaching these signals according to the random
walk can generate a random waveform. Although
designing the finite random graph and the random
subsequences of its nodes is done offline, the random
walk is performed online with infinite (or arbitrary)
length.

As the number of nodes of the generated graph
is limited, same subsequences are possible to be re-
peated in the generated waveform which can be a po-
tential threat to the LPI property. An effective solu-
tion is to vary the subsequence of each node during
the random walk progression. It is desired that each
time this procedure happens, the resultant node sub-
sequence becomes more uncorrelated to the previous
subsequence of that specific node and also we face
minimum degradation in ISLR improvement, albeit
as far as possible. In [18], we have developed a mod-
ulation-based method to update the subsequences on
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each random walk state. Our suggested method makes
a random linear change in phase and frequency of the
subsequences in each step of the random walk. This
method is equivalent to modulating the output se-
quence of random walk procedure with a random step
frequency modulation (RSFM). By making change in
phase and frequency of signal x, signal z is defined

as follows:
'2H£Fm+¢m
e j, m{k}
N

(19)

where ¢,, and F,, are phase shift and frequency shift

of m™subsequence, respectively. These parameters
are selected according to a recursive equation

F,=F, +A,
(I)m = q)m—l _2nAm

We suppose that in each step of the random walk,
the frequency step (4, ) is selected randomly ac-

cording to a normal distribution such as N (6, §/\3 ) ,
where § is the distribution parameter.

A, ~N(8,6/\/§). Q1)

Appling RSFM with relatively small & may lead
to a few degradation in ISLR improvement of In-Be-
tween-Design method. where ¢,, and F,, are phase

shift and frequency shift of m™ subsequence respec-
tively. Although using larger value for § in RSFM
results in further degradation in ISLR, it can increase
the randomness of the output sequence. By making a
trade-off between the performance and randomness,
an appropriate value for § should be selected.

5. RANDOMNESS

The quality of randomness can be measured in
a variety of ways. To ensure that using the proposed
waveforms retains the LPI characteristic, a well-
known measure of randomness called spectrum flat-
ness measure (SFM) are considered in this article.
This criterion measures whiteness of the frequency
spectrum of the test sequence. It is defined as the ratio
of the geometric mean to the arithmetic mean of the
power spectrum [19]. SFM is usually used for evaluat-
ing the amount of randomness that exists in a signal. A
high SFM corresponds to a random signal in the sense
that no significant information can be obtained by
looking at longer blocks of signal samples [20]. Since
the above measure is not zero mean in the case of ran-
dom signals [21], a test of whiteness, which is a modi-
fied version of SFM, is used. This test is developed by
Drouiche [22] and is implemented as follows:

1 ¢n
W= ln(%'f_JX(m)F dcoj

Ty =X

(20)

| (22)
T 2

_2_njin1n(|X(w)| )dco—y

where y represents Euler-Mascheroni constant and

|X ()| is the spectrum of a given sequence S with

the length of L. It can be shown that W ~0 for a
white noise and W — o« if the sequence is maximally
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correlated. In practice, it will be assessed as the white-
ness hypothesis if W <n [23].

n= /i—:erf‘l(l—2a) ,

where n is a threshold obtained for a test size o,

v=n’/6-1,and erf ' (x) is the inverse of the stand-
ard error function.

2 (x _p
erf(x)zﬁjoe dr.

In this paper, we set a.=10" which results in

n:2.48/ \/TS . In addition, calculation of the fre-
quency spectrum in (22) is accompanied by Gaus-
sian window. The SFM criterion for the proposed
PM waveforms (with RSFM) with different lengths
of sequence ( Lg) and subinterval ( N ) is simulated
and its average is tabulated in Table 2 in the case of
graph size RSCG(10,300). For each value of N
and Ly, 1000 different waveforms are considered.
As the table illustrates, SFM values are very close to
zero, which confirms the randomness characteristics
of the proposed waveforms. Furthermore, the prob-
ability of accepting whiteness hypothesis, listed in
Table 3, demonstrates that the proposed waveforms
are more likely to be random rather than periodic or
predictable. To clarify this statement, the Average
SFM of the proposed PM waveforms with the length
of N =64 is plotted as a function of the sequence
length in Fig. 4 and is compared with purely ran-
dom waveforms and periodic ones with the period of
N =64 . To apply RSFM on the random walk proc-
ess, value of § in all simulations is assumed to be 0.1.
Comparing Average SFM Criterion

(23)

(24)
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Fig. 4. The Average SFM versus the sequence length (Ls)

The obtained results reveal that the SFM values of
the proposed waveforms and random ones are very
close together and as the sequence length approaches
higher values, the SFM values of the proposed wave-
forms tend to zero, similar to random sequences. Op-
posite to the SFM values of the proposed waveforms
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and random waveforms, the SFM values of periodic
waveforms are extremely large and increase with the
length of sequence.
Table 2
The average SFM versus N and LS for graph size
RSCG(10,300) with =5 and optimized weights and
RSFM with =0.1

Ls N=64 N=512 N=2048
10N -1.08E-3 431E-4 1.26E-4
100N 2.92E-4 4.39E-4 1.13E-4
300N 7.74E-5 1.61E-4 8.56E-5
500N 5.35E-5 9.8E-5 6.34E-5

1000N 3.25E-6 5.44E-5 7.55E-6

3000N 3.21E-6 6.33E-6 8.08E-7

5000N 3.14E-6 1.15E-6 6.91E-7
Table 3

The probability of whiteness hypothesis versus N and Ls
for graph size RSCG(10,300) with =5 and optimized
weights and RSFM with §=0.1

Ls N=64 N=512 N=2048
10N -1.08E-3 4.31E-4 1.26E-4
100N 2.92E-4 4.39E-4 1.13E-4
300N 7.74E-5 1.61E-4 8.56E-5
500N 5.35E-5 9.8E-5 6.34E-5
1000N 3.25E-6 5.44E-5 7.55E-6
3000N 3.21E-6 6.33E-6 8.08E-7
5000N 3.14E-6 1.15E-6 6.91E-7
6. CONCLUSION

We proposed a new method for designing wave-
forms in noise radars based on the graph theory in
order to generate waveform with a lower correlation
sidelobe online. According to the developed algo-
rithm, a strongly connected graph with a finite (but
arbitrary) number of nodes can be produced by mini-
mizing the cost function oversubsequences of adjacent
nodes. In this method, output waveform is produced
by applying a random walk process on the designed
graph. Although designing the random graph and the
random subsequences of its nodes is done offline, the
random walk on the graph is executed online with in-
finite length which leads to arbitrary length of random
waveform. This method has much less online compu-
tational complexity in comparison with Forward De-
sign method.
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VIK 621.37

Mertoa yMeHbIIEHHS] 00KOBBIX JIEMECTKOB, 0CHOBAHHBI
Ha rpacdax / A. XarweHac, M. Haitebu // [puxnannas pa-
NMMO3JIEKTPOHUKA: Hay4.-TeXH. XypHas. —2013. — Tom 12. —
Ne 1. — C.25-31.

M3BecTHO, YTO KpOCC-KOppesius MeXIy NepeaaH-
HBIM Y OIMOPHBIM CUTHAJIAMM SIBJIIETCS OOLIETIPUHSIITHIM
CImoco6oM 06pabOTKM CUTHAJIOB B IITYMOBBIX pagapax. On-
HaKo Takasi 00paboTKa MpUBOAUT K MOSIBIECHUIO OOJIBIIIOTO
YUCITa HeXXeJaTeIbHBIX OOKOBBIX JIETIECTKOB, KOTOPBIE MO-
I'YT MacKMPOBaTh cJa0ble OTKIUKH OT yIaJeHHBIX IICTICH.
Pa3zpaboTaHo MHOTO ajaropuTMOB IpHUeMa JIJIsi yMEHbIIe-
Hus 3¢ dekra MackupoBaHus. B maHHoil pabote mpen-
CTaBJICH aJITOPUTM T€HepaIy CUTHaJla, OCHOBaHHBIN Ha
Teopuu rpadoB 1 paboTaloLIMii Ha CTOPOHE MepenaTunKa.
Ha nepBoii ctanuu aToro Merona cocrassiercst rpad, co-
CTOSIIIINI M3 TOYEK, COOTBETCTBYIOIINX CAYYaifHBIM CyO-
TTOCJIeTOBaTeIbHOCTSIM. Ha BTOpOIf cTamuu reHepupyeTcst
BBIXOIHAS TIOCIIEIOBATEILHOCTD ITyTEM TIepeXoa OT OJTHOM
TOYKM K JPYTOM COIJIaCHO BEPOSITHOCTH KaXIoil Trpa-
Hu. [lepBas cTagus BBIMOJTHSIETCS Ha 3Tare MOATOTOBKH,
BTOpPAs OCYILIECTBIISIETCSI B PEXUME PeabHOTO BPEMEHHU.
Cy6rocie1oBaTeJIbHOCTA COCTABJICHBI B TAKOM BUJE, UTO
OGOKOBBIE JICTIECTKA KOPPEISIIMOHHON (DYHKLIVH, TTPOU3-
BOAMMBIE COCEIHUMU CYOIOCIeI0BaTeIbHOCTMU, KOM-
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MeHCUupyoT apyr apyra. CTeneHb Cay4yailHOCTU CUTHaJla
M3MEepeHa ¥ CpaBHEHA C YUCTO CIyYalHBIM CUTHAJIOM.
Katouegvle cnroea: reHepaTop CAyvyailHbIX CUTHAJIOB,
Teopus rpacoB, CyYaliHbIM Mepexo.
Tab6u. 2. Un. 4. bubauorp.: 23 Ha3B.

VIK 621.37

Mertoa 3MeHIIeHHsd OiYHMX MeTI0CTOK, 3aCHOBAHMIA HA
rpadax / A. Xarmenac, M. Haiie6i // [1puknanHa pamio-
eJICKTPOHiKa: HayK.-TexH. XypHal. — 2013. — Tom 12. —
Ne I.—C.25-31.

BinoMo, 110 Kpoc-Kopesslis MiX TIeperaHuM i
OMOPHUM CHUTHaJlaMU € 3arajJbHOMPUMHATUM CITOCO-
O0M 00pOOKM CUTHAIIB y IIyMOBMX paaapax. OmHak Taka
00poOKa MPU3BOAUTH 10 MOSIBU BEJIMKOro 4ucia Heba-
XKaHUX OIYHMX TEJIOCTOK, SIKi MOXYTb MacKyBaTH CJIaOKi
BiArykKM Bin BimpmajneHux uijgeil. Po3pobieHo Garato ai-
TOPUTMIB MPUIOMY CHUTHaIiB, MOKJIMKAHUX 3MEHIIUTH
edeKT MacKyBaHHS. Y JaHiil poOOTi MpeacTaBlIeHUit ali-
TOpPUTM TeHepallil cUTrHajy, 3aCHOBaHMI Ha Teopii Irpa-
¢iB, 110 Tpallloe Ha CTOpPOHi mepeaaBadya. Ha meprmiit
cTajlii poOOTH LILOTO METOMY CKJIANAEThCS Ipad 3 TOUOK,
sIKi BiMOBiZalOTh BUIIAAKOBUM CYOIIOC/IiTOBHOCTSIM.
Ha npyriii crtagii reHepyeTbCs BUXiAHA IOCIiIOBHICTh
LIJISIXOM TIepeXoly Bill OJHi€i TOYKM A0 IHIIOI 3riTHO
3 IMOBIpHOCTIO KOXHOI IpaHi. [lepiia craais BAKOHYETh-
Csl Ha eTalli MiArOTOBKM, Jpyra 3AilCHIOEThCSI B PEXUMI
peanbHoro uacy. CyOmnociZoBHOCTI CKJIalieHi B TaKOMY
BUIJISIAL, 1110 OiYHI MEeTIOCTKM KOPELiliHOI (byHKILi1, BU-
poOJIeHi cyCimHiMU CYOITOCTiMOBHOCTIMU, KOMIIEHCYIOTh
onuHa oaHy. CTyIiHb BUMAAKOBOCTI CUTHAJy BUMIipsiHA
i MOPiBHSIHA 3 YMCTO BUMAJAKOBUM CUTHAJIOM.

Katouogi crosa: reHepaTop BUMAIKOBUX CUTHAJIIB, Te-
opis rpadiB, BUIMaAKOBUX ITEPEXOI.

Tab6a. 2. 1. 4. Bibniorp.: 23 Haiim.
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