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WIRELESS SENSOR NETWORK WITH RANDOMLY CONTROLLED ACCESS
TO EXPERIMENTAL BOTANICAL FIELDS MONITORING

S. RAJBA

The paper presents a probabilistic method to control access to the wireless sensor network (WSN). The pre-
sented network is used for monitoring a botanical field experiment. The proposed network is single-hop with
a one-way transmission of network nodes to the base station using only one radio channel. In the model
of the network we use Poisson arrivals see time averages (PASTA) with the parameter lambda divided into
3 groups. For these conditions we obtain the probability of collision of transmitted radio packets as the basic

criterion for the correct operation of WSN networks.

Keywords: wireless sensor network, Poisson arrivals see time averages (PASTA system), collision probability,

random control, monitoring.

1. PROBLEM FORMULATION

This paper presents the problem of the use of
WSN to monitor botanical experimental fields. WSN
network is a special type of random access control.
Poisson stream treatments utilize the modeling of
the network [1—5]. This type of organization of net-
work traffic (network access control) perfectly suited
to the task of monitoring environmental parameters
botanical experimental field because most environ-
mental parameters change very slowly. Since the rate
of change of the size of the respondents are very small
and for this difference in rate of change between the
two values are very large, the paper proposes a slightly
different approach to access control. Depending on
the size of the rate of change to produce three test
groups. The first group contains nodes equipped with
sensors that take measurements very slowly changing
the physical size of the environment. In the second
group of network nodes are equipped with sensors
to measure extremely low frequency changes. In the
third group are the nodes to which sensors attached
to measure the size of the changing faster. This means
that some nodes suitable measurement information to
the base station to carry out the average time T, the
second group of the time T,, a group 3 with the time
T;. This approach will allow you to achieve a higher
quality realized by radio transmission The measure of
the quality of transmission and provided the correct
operation of the network is the probability of a colli-
sion of radio signals. We say that a collision occurred,
if at the time of the emissions of a single measurement
protocol at least one other node also started broad-
casting. Of course, this situation is unacceptable and
causes loss of information. The WSN network of sin-
gle - hop random access control using one-way radio
transmission from nodes to the base station, with a
rare broadcasting manage to get a good transmission
quality [4]. If further reduce the transmission rate of
the nodes (creating 3 groups), we can expect a signifi-
cant improvement in the quality or reduce the likeli-
hood of collisions. This approach requires the devel-
opment of a new model of communication in relation
to the previous works [4, 6, 7] has been done in this
work.
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2. EVALUATION
OF RECENT PUBLICATIONS
IN THE EXPLORED ISSUE

WSN network is characterized by a specific ar-
chitectural and communication specifics associated
with one hand, and on the other with the require-
ments of the radio propagation conditions. May
be mentioned, among others mobility of network
nodes, change the configuration variables measur-
ing environmental conditions, complex algorithms
of (single-hop and multi-hop), often self-learning
[2, 8, 9]. Basically, the use of WSN in specific ap-
plications often requires individual solutions to many
complex problems [10]. A specific class of network
WSN are using some probabilistic solutions that
can be applied to both randomized algorithms ac-
cess, process control network [11] and probabilistic
analysis of the wireless network [12]. Randomized
algorithms play an important role in any type of dis-
tributed system, they lead to faster and simpler so-
lutions [13] In wireless networks can be considered
essentially four main topics probabilistic analysis: 1)
related to energy saving [14], (2) design and analysis
- random access or sending random [15], (3) proba-
bilistic network performance analysis assuming ran-
dom network topology, and (4) probabilistic analysis
of randomized algorithms [3, 16] the issue of WSN
networks of single-hop one-way radio transmission
that uses a radio frequency was studied in [4, 6, 7].
Ownership of the network, that is, in particular,
the independence of the nodes that support sensors
(plug and play), one-way transmission on one fre-
quency providing software “with this simplicity and
hardware nodes, extremely narrow band radio net-
works needed to support pretend it to be used in the
monitoring of environmental parameters on need
for botanical research the experimental field. This
is a special type of WSN network in which nodes are
transmitting measurement completely independent
from the base station and base station can not com-
municate with them or not organized in the space of
radio traffic at extremely simplifies the implementa-
tion of each of the network, making it cheap and eas-
ily accessible.
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3. PROBABILISTIC NETWORK MODEL

In order to determine the specific requirements
for the implementation of network monitoring envi-
ronmental parameters are based on the expectations
of the research team of botanists Table 1, in which the
expectations formulated for deploying WSN Problem
solving based on different average PASTA for sched-
uling nodes. The problem extended to several vari-
ants of the division into groups of nodes with different
transmission times (3 groups) and different number
of nodes in each group. This broadens the issues
presented in the context of monitoring transmission
quality for a wider range of variables. The obtained re-
sults allow us to infer that the extended use of the pro-
posed WSN model of random network access control.

We analyze a network consisting of n nodes
which are able to send information about the meas-
ured physical magnitude on one selected radio fre-
quency to the receiving base, quite independently of
each other. Duration of communication protocol is
1,, the nodes send the information to the receiving
point in randomly selected moments, every 7's. at an
average.

Beginning and cessation of transmission of a par-
ticular node takes place in random moments of time
but these moments are relatively rare. It is a one-way
transmission, i.e. from nodes to the receiving base.
The nodes are completely independent of one another
and their on or off state is of no influence on the op-
eration of the network. All the nodes or a part of them
may be mobile provided that their nodes have been
left within the radio range of the receiving base. If one
or more nodes start sending while protocol transmis-
sion of time is going on from another node, then such

the receiving base. Such a disturbed signal is ignored.
The receiving base rejects the erroneous message and
waits for a retransmission to be made after the average
time. We must accept a certain loss of information in
exchange for simplicity in respect of both system and
equipment.
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Fig. 1. Poisson modeling of network transmission
protocols in WSN

As mentioned in the Introduction, we used
to modeling our wireless network a Poisson proc-
ess. Mathematically the process N is described by
so called counter process N, or N(f) of rate A>0
(see [4, 6]). The counter tells the number of events
that have occurred in the interval [0,7] (z=0). N
has independent increments (the number of occur-
rences counted in disjoint intervals are independ-
ent from each other), such that N(z)— N(s) has the
Poisson (A(z—s)) distribution (meani(z-s)), for
t>s5>0,j=0,1,2,...,

a situation is called collision. Collision excludes the [AMz-s5)V
o .. . . P{N(t)-N(s)= ~}_e—k(t—s)— (1
possibility of the correct receiving of information by =)= ;! :
Table 1
Requirements for the experimental fields botanical
Study Frequency of sending a message [s
Type of measurement monitored . Slowly varying Quick-
& | (the numberofnodes | the frequency | VEIY Slowly varying | Number | oo ey | NUmber| oo mentat | Numoer
- environmental of nodes of nodes of nodes
needed /sensors) of size arameters (T)) [s] M) parameters) () parameters ()
sl [P ! ! (T [s] ’ (T [s] i
percentage of nodes in the group of time 25% 11 50% 25% 10
1 |air Temperature / 5/5-10 900 900 5
The temperature in the
2 s0il/5/5-10 3600 3600 5
3 Humidity/5/5-10 900 900 5
Moisture in the soil
4 /5/5-10 3600 3600 5
5 Atmosph/elr}(l: pressure 3600 3600 1
6 Rainfall /1/5 900 900 5
7 Wind Speed /5/5-10/ 10 30 5
8 | Wind Direction /5/5-10 10 30 5
9 Insolation 300 900 1
Selected size
10 physicochemical /5/10 200 900 >
Total nodes 11 21 10
The total number of nodes 42
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Let us state our main assumptions. Consider two
cases, in the first case, the average time between trans-
missions all n nodes is the same. In the latter case, the
nodes are divided into groups, each group with a dif-
ferent average transmission time.

Consider the first case. There are n identical
nodes observing a dynamical system and reporting
to a central location over the wireless node network
with one radio channel. For simplicity, we assume
our sensor network to be a single hop network with
star topology. We also assume every node always has
packet ready for transmission. We assume that nodes
send probe packets at Poissonian times. The average
time between transmissions (the wake-up- times) of
anodesis 7 (the epoch period), and the duration of
the on-time 7, (the awake interval). Assume that the
wake-up- times corresponding to nodes are inde-
pendent each of other. Let N be the Poisson process
representing the time counter of sending nodes. We
say that a collision occurs in the time interval of 7,
length, if at least two nodes start sending within this
interval. We say that a collision occurs in time interval
s, if there exist at least two nodes which start send-
ing within this interval with the difference between
the beginning of their sending time not exceeding the
value of 7, . Then the Poisson process N has the rate
r=n/T .By(l)

P(N(t):j):e'“[kj—,t!]j(jzo, L..), 2)

where L=n/T . In [4, 6, 7] we give the following
theorem on the probability of collisions in the interval
of s length in the case s>7,.

Theorem 1. Let n be the number of nodes and
let 7' be the average time between transmissions of a
node. Then the probability of collisions in the interval
of s length (s>7,) is given by

i / .
PUY=Y e B oy )
j=2 J- S

where A :% and 7, is the duration time of a protocol.

Consider the second case. Let N(?)be the
Poisson process representing the time counter of
sending nodes. We assume that there is » nodes,

k
such, that n= Zni (1<k <n) and n, isthe number of

i=1
nodes for which 7; is the average time between trans-
missionsofa node (i =1,...,k) . Let X;,(t) (i=1,..., k)
be the Poisson process representing the time counter
of sending nodes for which T; is average time be-

1

tween transmissions of a node. Then X (#) has the
rate 2L (i=1,...,k). Note, that N(t)=zk:X(i)(t),
conseqilently the Poisson process N(7) haiglthe rate
A= Zkl:% In [ 17] we give the following theorem on

=14

the probability of collisions in the case, when the av-
erage times between transmissions of nodes are not
necessarily the same.
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Theorem 2. Let n be the number of nodes,

k

n- Y n; and n; be the number of nodes such that 7
i=l1

is the average time between transmissions of a node,

1<k <nmisthe number of groups. Then the probability

of collisions in the interval of s length (s >7,) is given

by

2 (hs) A,
Py =Y e By, @
j=2 J: S
K p
where A=) - and Z, is the duration time of a
=1+
protocol.

4. DISCUSSION OF THE RESULTS

The obtained theoretical correlation was used to
present the results graphically. The division of nodes
into groups according to the average time between
transmissions overall transmission quality is improved
using a smaller probability of a collision. The result is
consistent with the expected dependence resulting
from the earlier work described in [4, 6], indicating
that the longer the average time between T transmis-
sions nodes, the network works better (with fewer
collisions). An important condition is that the dura-
tion of the protocol was much less than the average
time between nodes transmissions 7. In the present
task duration protocol Fig. 2 shows the probability of
collision for the measurement conditions specified in
Table 1 So a group of sensor nodes supporting (a ... e)
of the slowly changing measurement values with an
average working time of granting 3600s (1 hour) ac-
counts for about 25% of all nodes. The second group
of nodes connected supports detectors (b ... f) with an
average time of transmission 900s and accounts for
50% of all nodes. The third group of nodes connected
to the nodes support sensors (c ... g) of varying sizes
quickly measuring the average time between trans-
missions 30s. The conditions applicable to the field
of experimental monitoring total number of nodes n
= 42 pc (Characteristic P(Asl) in Fig. 2). For these
particular conditions used Usage of this solution

is the possibility of collision on the level 0,7-107*.
This result is very good, allowing for highly efficient
monitoring. As can be seen by comparing the results
of [6], P(As):l,O-IO‘2 we obtain improvement by
about two orders of magnitude, by dividing the total
number of nodes in a group at different times between
transmissions better suited to handle a particular task
network.

Is shown on fig. 2: T, = 3600s, T, = 900s, T; =
30s. P(As1) — when the network is running 25% of the
nodes with an average transmission time of 3600s, 50%
of the nodes running the middle 900s broadcasting
time and 25% of network nodes operating with an
average time between transmissions 30s. P (As2) -
When the network is working 40% of the nodes with
an average time between transmissions 3600s, 50% of
the nodes is working with an average time between
transmissions 900s and 10% nodes running with an
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average time between transmissions 30s. P (As3) -
When the network is working 50% of the nodes with
an average time between transmissions 3600s, 25% of
the nodes is working with an average time between
transmissions 900s and 25% nodes running with an
average time between transmissions 30s. P (As4) -
When the network is working 50% of the nodes with
an average time between transmissions 3600s, 40% of
the nodes is working with an average time between
transmissions 900s and 10% nodes running with an
average time between transmissions 30s. Attention:
P (As2) and P (As4) almost overlap.
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Fig. 2. Probability of collision

Using the derived relationships and calculations
made for a wider range of other considerations
secondary transmission times. Figure 3 shows the
dependence T, = 10800s, 1800s = T,, T; = 60s, and
in Figure 4 when T, = 1800s, T, = 600 s, T; = 15s. In
each figure shows four characteristics, respectively,
P (Asl) shows a situation where a group of nodes
have 25% of the nodes broadcast with the longest
average time of transmission (T,), 50% of nodes
with an average transmission time (T,) and 25% with
the shortest transmission time (T;). Characteristic
(curve) P (As2) is appropriate for divisions in groups
of40% / 50% / 10%. Curve P (As3) is appropriate for
divisions in groups of 50% / 25% / 25%, the curve
P (As4) is appropriate for divisions in groups of 50%
/40% / 10%.
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Fig. 3. Collision probability

Is shown on fig. 3: T, = 10800s, T, = 1800s,
T, = 60s. P (Asl) - when the network is working 25%
ofthe nodes with an average transmission time 10800s,
50% ofthe nodes running the middle 1800s broadcast-
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ing time and 25% of network nodes operating with an
average time of transmission 60s. P (As2) - When the
network is working 40% of the nodes with an average
transmission time 10800s, 50% of the nodes running
the middle 1800s broadcasting time and 10% nodes
running with an average time of transmission 60s.
P (As3) - When the network is working 50% of the
nodes with an average transmission time 10800s, 25%
of the nodes running the middle 1800s broadcasting
time and 25% of network nodes operating with an av-
erage time of transmission 60s. P (As4) - When the
network is working 50% of the nodes with an average
transmission time 10800s, 40% of the nodes running
the middle 1800s broadcasting time and 10% nodes
running with an average time of transmission 60s.
Attention: P (As2) and P (As4) almost overlap.
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Fig. 4. Collision probability

Is shown on fig. 4: T, = 1800s, T , = 600 s,
T, = 15s. P (Asl) - when the network is working 25%
of the nodes with an average transmission time of the
1800s, 50% of the nodes running the middle 600s
broadcasting time and 25% nodes running an average
transmission time of 15 seconds. P (As2) - When the
network is working 40% of the nodes with an aver-
age transmission time of the 1800s, 50% of the nodes
running the middle 600s broadcasting time and 10%
nodes running an average transmission time of 15
seconds. P (As3) - When the network is working 50%
of the nodes with an average transmission time of the
1800s, 25% of the nodes running the middle 600s
broadcasting time and 25% nodes running an average
transmission time of 15 seconds. P (As4) - When the
network is working 50% of the nodes with an aver-
age transmission time of the 1800s, 40% of the nodes
running the middle 600s broadcasting time and 10%
nodes running with an average time of transmission
15s. Attention: P (As2) and P (As4) almost overlap.

CONCLUSIONS

In this paper we presented the model of the wire-
less sensor network in application to monitoring the
experimental field. We presented the network model,
the mathematical model and numerical simulation
(verification of the presented mathematical model).
The mathematical model was based on Poisson
Arrivals See Time Averages (PASTA). The solution
proposed helped expand the range of applications of
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WSN solutions by introducing a group of nodes with
different average transmission times. This results in
a better quality of transmission at a certain required
number of nodes. The presented mathematical model
has been positively verified by performed numerical
simulations.
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BecnpoBoaHas ceHcopHas ceTh €O CJIYy4aiiHO KOHTPO-
JIMPYEMBIM JOCTYNIOM Jijisi MOHMTOPHHIA 3KCIEPUMEHTAJIb-
HbIX OoTaHmyeckux mojeii / C. Paiitba // TlpukmamgHast
pammosIeKTpOHUKA: HaydyHO-TeXH. XypHai. — 2013. —
Tom 12. — Ne 3. — C. 431—-435.

B cTaThe mpuBeIeHO BEPOSTHOCTHBIM METOI YITpaBIIe-
HUS JOCTYIIOM K OecripoBonHoii ceHcopHoit cetnt (BCC).
IpencraBieHHasT ceTh MPUMEHSIETCS JJIST MOHUTOPWHTA
SKCIIEPUMEHTATLHOTO GoTaHMYecKoro Toss. Ilpemmara-
eMasl CeThb SIBJISIETCSI OTHOIIEPETIPUEMHON ¢ OMHOCTOPOH-
Hel Tiepegadyeii OT CEeTeBBIX Y3JIOB K 0a30BOI CTaHIIUM, HC-
TTOJTB3YST TOJIBKO OIMH pamariokaHaid. B momenu cetu mpu-
MEHEHO cpelHee 3HaueHWe 3a BpeMsl HaOJTIOAeHUS TTOCTY-
rteHus myaccoHoBckKoro notoka (PASTA) ¢ pasneneHuem
rmapaMeTpa JsiMo1a Ha 3 rpymnibl. Ut 3TUX yCIoBuii onpe-
JIeJIEHO BEPOSTHOCTh KOJITM3MM TIepelaBaeMbIX paJnoIia-
KETOB B Ka4eCTBE OCHOBHOTO KPUTEPUS JUTSI TIPABUIIEHOTO
¢yukumonuposanus cetu bCC.

Karouesvie caosa: GecripoBogHAass CEHCOpPHasl CETh,
cpenHee 3HAYeHUE 3a BpeMsT HAOMIOACHUS TTOCTYIUICHMS
myaccoHOBcKoro roroka (cuctema PASTA), BeposiTHOCTb
KOJUTU3WH, CITyJ9aifHOe YIpaBJIeHue, MOHUTOPUHT.

Wn.: 4. bubmuorp.: 17 Ha3B.
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Be3npoBizHa ceHcopHa Mepexka 3 BUNAJKOBO KOHTPO-
JIbOBAHUM JOCTYNOM 10 MOHITOPUHTY €KCIepPHUMEHTAJIbHUX
ooraniyanx mogi / C. Paitba // [lpukmanHa pamioenex-
TpOHiKa: HayK.-TeXH. XypHas. —2013. — Tom 12. — Ne 3. —
C. 431-435.

V craTTi HaBemeHO IMOBIPHICHMI METOI KepyBaH-
HSI JOCTYIIOM 110 O6e3mpoBigHoi ceHcopHoi Mepexki (BCM).
JlaHa Mepeska 3aCTOCOBYETBCS IO MOHITOPWHTY €KCITepH-
MEHTaJIbHOTO O0oTaHiyHOTO MnoJist. [I[ponmoHoBaHa Mepexa €
OITHOTIEPETTPUITOMHOIO 3 OMHOCTOPOHHBOIO TiepeIaveio Bif
MEpeXXKHUX BY3JIiB 10 0a30BOI CTaHIlii, BUKOPUCTOBYIOUU
TIJIBKM ONMH pafioKaHasl. Y Mojesli Mepexi 3aCTOCOBaHO
cepeHe 3HAUCHHST 3a Yac CTIIOCTEPEKEHHS HAIXOMKEHHS
mmyaccoHiBcbkoro 1motoky (PASTA) 3 mominom mapame-
Tpy JAsiMOna Ha 3 rpynu. s 1Mx yMoB BU3HAUYEHO iMO-
BipHICTb KOJIi3ii pafionakeTiB, sIKi MepeaalThesl, SIK OCHO-
BHOTO KpUTEpPil0 IS TPaBUIBHOTO (DYHKIIIOHYBaHHS
mepexi BCM.

Kanrouosi croea: 6e3MpoBiTHA CEHCOPHA Mepexa, ce-
pelHE 3HAYEHHS 3a Yac CIOCTEPEKEHHS HaIXOMKCHHS
IyaCcCOHIBCHKOTO MOTOKY (crcteMa PASTA), iMOBIpHICTB
KOJTi3ii, BUTIaJIKOBE KEPYBAHHSI, MOHITOPUHT.

[n.: 4. Bibniorp.: 17 Haiim.
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