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Having subject to own professional peculiarities every specialist in a varying degree meets the difficulties
of decision making. However there are few fields for human activity where it is possible to apply decision
making process as ordinary and basic professional skill. Medical activity being sequence of diagnosing and
treatment is the typical representative of such a field. Methods of decision making are multipurpose and
universal though their successful application substantially depends on professional qualification of the
specialist who must have exact understanding of peculiarities of the system he studies and must know how
to lay down the task. Department of Medical and Biological Physics and Medical Informatics at Kharkov
National Medical University with support of Department of Biomedical Engineering of Kharkiv National
University of Radio Electronics have developed and implemented the lecture and practical lesson «Decision
making in medicine». It is argued by fact that the doctor meets the common problem in different medical
tasks (patient data acquisition, diagnostics, and treatment tactics).

The purpose of the introduction of this topic is to find out the possibility of students mastering various
specialties of questions regarding the practical application of elements of decision theory in professional
practice. During the practical training, students receive initial data, perform analysis, and identify risk factors
and disease factors. On the basis of this information, students formulate many alternatives, then choose the
appropriate method of finding the optimal solution and apply the method to the diagnostic or therapeutic

process.

This technique has been practiced in the classroom using situational tasks. Not only Ukrainian but also
foreign students took part in the classes, who appreciated their performance. The technique aroused very

lively interest and continued discussion.

Keywords: decision-making process, education, medical informatics, Bayes’s theorem.

Various methods like mathematical modeling or
management in decision making are used for solving
various types of problems to enhance the human
ability to make justified, effective decisions.

Modeling methods are based on mathematical
models to solve the most frequent management prob-
lems, in particular, those in medical field [3]. One of
the most common classes of mathematical models
are game theory models.

All the requirements formulated in real tasks and
written down as mathematical expressions make up
so-called the mathematical task definition. The pro-
cess of the mathematical task definition and its fur-
ther solution can be presented by following stages [2].

1. The study of an object represents the analysis of
object functioning peculiarities. At this stage factors
which influence an object are revealed and the level

of their influence is defined; object characteristics are
studied out under different conditions; optimizing
criteria (objective functions) must be chosen.

2. Descriptive modeling lies in setting and fixa-
tion of basic connections and dependencies between
characteristics of a process or event according to the
optimized criterion.

3. Mathematical modeling.

4. Choice and creation of the solution method.
Such a set of quantity values (variables) which satisfies
the set conditions-restrictions of a task is called the
feasible solution. The solution found out from the
multitude of feasible solutions, when the objective
function achieves its maximal or minimal value, is
called the task solution.

5. The task solving by computer. Tasks which
describe the behavior of real objects, as a rule, have
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a lot of variables and many dependencies between
them. That is why computer-based algorithms help
to save time when solving the problem.

6. The analysis of the obtained decision. Decision
analysis can be formal and substantial. Mathematical
analysis implies verification of the correspondence
between mathematical model and real object (if the
initial data are inserted correctly, if the computer pro-
grams operate well, etc.). In the end of the substantial
analysis some changes can be made to the model and
the whole process will be repeated.

7. The analysis of the decision stability. In order
to verify the decision stability it is needed to change
initial data within the limits of possible deflections,
and then the decision behavior is checked by analyti-
cal or computational methods. This stage is supported
by mathematical programming [2].

Tasks with several objective functions or with
one objective function which takes vector values or
values of more complicated nature are called multi-
criteria tasks. They are solved on the basis of game
theory where it is supposed that a person who makes
a decision gambles while trying to achieve the best
result. Game theory — is the section of mathematics
oriented to construction of formal models under the
conditions of the competitive interaction between
persons, ideas, alternatives strictly regulated by a table
of wins and losses [5].

The meaning of game theory models is follow.

The vast majority of socioeconomic decisions
have to be taken in view of contradictory interests
having to do or with different individuals or organi-
zations or with different aspects of the phenomenon
under consideration. Traditional optimization meth-
ods cannot be applied in such cases. Normal extre-
mum problems are about the choice of a decision by
one individual, and the result of the decision depends
on this choice, i.e. is determined by the actions of only
individual. Such a scheme does not take into account
the situations where decisions being optimal for one
party are not optimal for the other one and the result
of the decision depends on all the conflicting parties.

The conflict nature of such problems does not
imply any enmity among those involved in, but rather
indicates different interests. So we need a game theory
to take into account all the mentioned problems.

Game theory is a part of broad theory studying
the processes of making optimal decisions. It pro-
vides a formal language to describe the processes of
making conscious, purposeful decisions involving
one or several individuals in a context of uncertainty

and conflict caused by a collision of the interests of
the conflicting parties.

Game theory is a branch of mathematics that
studies the formal models of making optimal deci-
sions in a context of conflict. In this case, a conflict
should be understood as a phenomenon involving
various parties having different interests and oppor-
tunities to choose the actions available to them in
accordance with these interests. Basically, game the-
ory makes it possible to describe mathematically
military and legal conflicts, sports events, “party”
games and phenomena dealing with biological strug-
gle for existence.

In terms of conflict, the opponent’s striving to
conceal their impending actions results in uncertain-
ty. Conversely, uncertainty when decision-making
(e.g. based on insufficient data) may be interpreted
as a conflict of the decision-making subject with
nature (the so-called games with nature). Thus, game
theory is also viewed as a theory of making optimal
decisions in terms of uncertainty. It allows mathe-
maticians to work with some important aspects of
decision-making in technology, agriculture, medicine
and sociology. In some situations, game theory allows
choosing the optimal type of behavior in uncontrolla-
ble onset of environmental conditions. Such a strategy
of decision selection may be conventionally defined
as “defensive”.

The aim of game theory is to develop the rational
pattern of a behavior of participants under conflict
conditions, i.e. to determine the optimal strategy for
each one of them.

In game theory applied in medical field, on the
one hand, nature «chooses» a disease for a patient.
And on the other hand, patient «plays» with nature
struggling against disease. So here we have two play-
ers: nature and a decision making person (DMP).
The DMPs task is to choose the optimal therapeutic
approach.

The application of game theory in clinical practice
supposes a conflict between a patient and a doctor —
not fulfilled hopes for the recovery, dissatisfaction of
the subjective expectation of a polite and courteous
attitude, too high demands of a patient towards med-
ical staff, etc. Conflicts in the clinical management
are evident — between officials and practical doc-
tors, insurance companies and hospitals, etc. Conflict
of sides is the most important element of the game
and normal event of the social life. A conflict can
take place at the inner personal level, level of inter-
personal interaction, between social groups, states.
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The conflict formation is often explained by objective
conditions: any development predetermines the con-
flict formation which can’t be avoided. Studying the
problems of the conflict development, it is necessary
to be concentrated on the ways to solve them, their
transformation to not dangerous condition which
can be controlled and changed by a person himself.
This way the necessity of the conflict solution appears,
including the usage of the decision-making theory
by the mathematical game theory.

If during the decision-making process we do not
receive or lose information, the decision-making pro-
cess can be considered as a momentary act. And task
becomes static. On the contrary, if we receive or
lose information when solving problem, then such
a task is called a dynamic one. In dynamic tasks it
is expedient to make decisions step by step (multi-
step decision). Task like this are solved by dynamic
programming mathematical methods.

In professional activity doctor constantly faces
the situations where information turns out incom-
plete and only indirectly connected with what doctor
needs to know about a patient in reality. In these
cases a doctor has to make decisions about a diag-
nosis and treatment under the conditions of indeter-
minacy (inaccuracy;, illegibility, fuzziness, fairness,
etc.). The additional quantity of information sub-
mitted to a doctor isn’t always meant to decrease the
indeterminacy.

Diagnosis and the choice of an action are terms
used in decision-making theory applied in differ-
ent areas of human’s activity. In medicine they are
equivalent to the terms of diagnostics and treatment.
Decision-making in the diagnosis and treatment
processes are tightly connected and should be con-
sidered together [1].

As it was mentioned above, the additional infor-
mation isn’t always sufficient to remove the indeter-
minacy which a doctor comes across with during the
work with a concrete patient. That’s why the selection
of methods, which will help to the doctor to make
a decision about a diagnosis according to the avail-
able data in the most efficient way and to choose the
optimal decision, is very topical.

The term “optimal treatment” lies in the frames
of the conception of maximally expected value and
minimally expected losses which is also connected
with it, and it is the important moment in the treat-
ment choice.

For example, it is necessary to analyze the medical
data from the point of view of the diagnostic value,

i.e. to determine which signs and symptoms are the
most important for diagnosing (maximally informa-
tive weight, minimally information loss).

A person isn't capable to extract all the data which
can be in hidden form. It is connected with several
reasons, in particular, for example, with the errors
of observers, misinterpretation of results of diagnos-
tic tests (for example, roentgenograms), insufficient
accuracy of diagnostic tests.

For more clear understanding of the proposed
material, we offer students the following situational
fragment:

«Which of the tasks below should be solved by
game theory?

« selection of a rational diet;

o problem of rational use of raw materials;

« selection of resource-saving technologies;

e mixture composition;

o determination of correlation between molec-
ular-genetic origin of a disease and its phenotypical
manifestation in form of symptoms;

o estimation of patient care institution effecti-
veness;

« analysis of actual data about diseases on pheno-
typical level by health history containing the informa-
tion about diseases dependence and its development;

o disease identification and choice of treatment
tactics;

o task of differential diagnostics;

» making a decision about surgical intervention;

« forecasting of the stroke consequence;

« management problem of hospital bed usage».

Game theory uses probability theory. The pow-
erful tool of the probability theory is Bayes’ theorem.
By means of Bayes” formula it is possible to accu-
mulate the information which comes from different
sources with the aim of confirmation or non-confir-
mation of the certain hypothesis (diagnosis). Bayes’
formula allows to use together the observed data and
information known before by means of conditional
probabilities for the solution of the differential diag-
nostics task.

As a situational task, we can offer the following.

«Based on common statistical information we
know that 3 % of population are suftering from a cer-
tain disease A. The probability of this event is 0.03.
Let us suppose that we need a test B (method B) to
diagnose this disease in patients. And we also know
that this test is correct in 90 % of cases. So the proba-
bility of this event when we correctly diagnose disease
A by test B is equal to 0.9. This is situation when the
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individual is ill when he is actually ill. In addition we
know that if patient is healthy and we try to apply test
B in order to diagnose disease A, then the test B could
show that patient has disease A when in fact he has
no any disease. And let it happens in 20 % of cases.
So the probability of a mistake when using test B is
equal to 0.2. We ought to say that 0.9 is probability of
a true-positive diagnosis and 0.2 is the probability of
a false-positive diagnosis. Now the question — what
is the probability to be right when diagnosing disease
A in a patient by test B?».

Solution of the problem is follow.

Let us define: event H — patient has a disease A.
Event «not H» ~ patient is healthy, event «T/H» —
true-positive diagnosis (test B shows that patient
has disease A and it is correct), event «T/not H» —
false-positive diagnosis (test B shows that patient has
disease A, but it is not right). So P(H) = 0.03. P(not
H) = 1- P(H) = 0.97, P(T/H) = 0.9. And P(T/not H)
=0.2. Now we can find solution using Bayes” formula:

POH/TY — P(T/H)P(H) _
H/ )_P(T/H)P(H)+P(T/not H)P(not H)'
P(H/T) = 0.9><0(T(.)9:f(:.)23x0.97 =0,122.

This result means that doctor can define disease
A correctly only in 12.2 % of cases when using test
B for that! Even if this method is correct for 90 % of
sick patients! And this is the power of mathematical
theory [4].

Bayes’ theorem is applied for the decision-making
process in expert systems. The work scheme of Bayes’
expert system lies in the following.

Let a patient be suspected in having the flu. This
way, there is some hypothesis H, which lies in the
fact that a patient will have the flu, not something
else. Let’s think that in medical establishments on
the basis of statistic data obtained earlier a priori
(initial) probability P(H) is known that a patient will
catch a flu in the given season and location. Let the
sign D mean that a concrete patient has the high
temperature.

It means, that initially we have a priori probability
P(H) (in the example — a patient has got the flu),
which is contained in the knowledge base. But having
the evidence D (high temperature) and recalculated
probability according to Bayes’ formula, we can write
it in the place of P(H). The receipt of one more evi-
dence leads to the renewal (increase or decrease) of
this probability. Each time the current value of this
probability will be considered to be a priori for the
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application of Bayes’ formula. In the result, collecting
all the information regarding all the hypotheses (for
example, diagnoses of diseases), an expert system
comes to the final decision, marking the probable
hypothesis as the expertise result.

With regard to the diagnostics problem, the
Bayes’ formula also allows choosing one of a number
of diagnostic hypotheses based on the calculation of
the probabilities of diseases by the probabilities of
the symptoms displayed by patients. In this case, the
concepts of initial and eventual chances, as well as of
the likelihood ratio, are introduced.

Suppose there are two diseases: H1, posterodi-
aphragmatic myocardial infarction, and H2, ulcer
disease. The existence of symptom D — pain in
the epigastric region — is possible for each of the
diseases.

The average probability of myocardial infarction
for the adult population is P(H1) = 0.03, the proba-
bility of ulcer disease being P(H2) = 0.05.

The probabilities of symptom D — pain in
the epigastric region — in each of the diseases are
P(D|H1) = 0.40 (myocardial infarction) and P(D|H2)
= 0.75 (ulcer disease). A patient with intense pain
in the epigastric region is admitted to the emergen-
cy department. Which of the conditions is more
probable?

(Footnote: given data are relative and can not be
used as a reference information).

Ratio ;(TH:)) is initial chances (Ch) (i.e. chances
that are not distorted by additional conditions).

Ratio zr- i(gjgi)) is a likelihood ratio and, in fact,
is a correction factor (modification coeflicient).

Eventual chances (final chances readjusted by
additional conditions) — Ch, _it can be calculated
as multiplication of initial chances and likelihood
ratio:

_P(D/H,) P(H)

= =LR-Ch,
P(D/H,) P(H,)

In terms of current task eventual chances Ch ,
in fact, are the answer on the previous question:
«Which of the conditions is more probable?». By its
help it is possible to estimate how much diagno-
sis «ulcer disease» is more probable, than diagnosis
«posterodiaphragmatic myocardial infarction» with
a glance to prevalence of diseases in population and
in patient when having symptom «pain in the epi-
gastric region».

Comment: Designated variables are yielded by
double application of the Bayes’ formula for one
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complex of symptoms typical for two different dis-
eases and by getting of left and right rations of the
formula:

P(H, /D) P(D/H,) ' P(H,)
P(H,/D) P(D/H,) P(H,),

The situational task is:

«For the task given above figure out:

a) initial chances (0,6);

b) likelihood ratio (0,53);

¢) eventual chances (0,32);

d) which of the diagnoses is more probable (ulcer
disease)?».

Not less relevant is the technology of the verifica-
tion of a diagnostic test reliability and the notions of
sensitivity and specificity. Let’s consider them.

The result of some test and two hypotheses
regarding the function of distribution of this test
result are given. It is necessary to make the best choice
between these two hypotheses.

Regarding a medical diagnostic test, this state-
ment can be paraphrased in the following way.
The random population of patients, who can be in
one of two states regarding some disease — norm or
pathology — is given. The function of distribution of
some test result corresponds to one of these states.
It is required to make the best choice between these
two states for each patient, i.e. practically to diagnose
“norm” or “pathology” on the basis of a diagnostic
test. The term “norm” is used here as “not pathologic
state” [6].

The reliability of a test used to distinguish healthy
people from sick people can be characterized by
means of such test characteristics as sensitivity and
specificity.

In an ideal world, medical tests must always be
correct: a positive result of a test must indicate that
there is a disease, while a negative one must indicate
that there is no disease. In reality, however, any test
has its drawbacks. To assess the “quality” of any test
proposed for the first time, its results have to be com-
pared with the actual state of things. Four scenarios
are possible for that (table 1).

The disease we are interested in is present in cell
“a” of the table, the results of the test being posi-
tive; due to this fact, such a result is called true-pos-
itive. In cell “d”, there is no disease, and the result
of the test is negative, such a situation being called
a true-negative result. The results of the test in both
these cells coincide with the patient’s actual condition
and whether they have or do not have the disease.

Cell “b” stands for the individuals not having
the disease, whose test result is, however, positive.
As these test results falsely imply there is a disease.
They are called false-positive results. The individu-
als in cell “c” do have the disease, but negative test
results have been obtained for them. These results
are designated as false-negative, as they falsely imply
that there is no disease.

Any diagnostic test may be assessed in such a way.
The quantitative characteristic of a test quality with
regard to the true diagnosis is its sensitivity and
specificity.

Sensitivity — is the test ability to give posi-
tive answer when examined patient in fact sick or
true-positive in relation to considered disease (that
is to say to acknowledge an individual as sick when
he is really sick according to the test results):

Sensitivity,% = x100%

a+cC

Specificity — is the test ability to give negative
answer when patient does not suffering from disease
or is true-negative with respect to considered disease
(that is to say to acknowledge an individual as healthy
when he is really healthy):

. d
Specificity,% = ——— x100%
PEAHEY = b

The first step in the assessment of a test is deter-
mining the patient’s “true” status.

Let us consider an example. It is known that the
gold standard (true diagnosis) for breast cancer diag-
nostics is the histopathology confirmation of cancer

in the samples obtained during surgical intervention.

Table 1

Test results

Test\State

Disease was diagnosed

Disease was not diagnosed

Positive test

a (true-positive)

b (false-positive)

Negative test

¢ (false-nagative)

d (true-negative)
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Table 2
Results of comparing two methods
Test\State Cancer No cancer
FNB positive 14 8
FNB negative 1 91

A test with fine-needle aspiration biopsy (FNA)
is proposed as an alternative. To assess the quality
of the FNA test, its results were compared with the
results obtained from a histopathology study of the
same group of women (table 2).

The situational task is following:

«Figure out the sensitivity (Sensitivity = 14/15 =
0.93 or 93%) and specificity (Specificity = 91/99 = 0.92
or 92%) values for data adduced in table 2.

Tasks from the area of “decision-making” appear
when a task is so complicated that for its setting and
solution the appropriate formalization apparatus
can’t be determined at once and when the task set-
ting process requires the participation of specialists
in different knowledge domains. For these situations
the technology of the “decision-making” has spe-
cial approaches, techniques and methods. For the
beginning the area of the decision-making problem
(problem situation) is defined, factors which influence
its solution are revealed, methods and techniques,
which allow to formulate a task so that a decision
would be made, are selected. Then an expression,
which connects the aim with the ways of its achieve-
ment, is obtained. All this is realized in mathemati-
cal models — different criteria (functioning crite-

rion, criterion or index of efficiency, objective
function, etc.).

If one succeeds in obtaining the expression which
connects aims with means, then a task can be solved
practically always. It is easy to obtain such expressions
if a law which connects an aim with means is known.
If a law isn’t known then it is necessary to choose the
other way to reflect problem situations. The patterns
on the basis of statistical researches or functional
dependencies can be defined. If even this can’t be
done, then a theory which contains the set of state-
ments and rules which allow to formulate the concep-
tion and construct on its basis the decision-making
process, is chosen or developed. If the theory doesn’t
exist, then a hypothesis is set up and imitation models
are created on its basis, by means of which the possible
variants of a research are investigated.

In order to help to set a task on the tight sche-
dule, analyze aims, provide with possible means, to
choose the required information (characterizing the
condition of the decision-making and influencing
the choice of criteria and restrictions) and ideally to
obtain the expression which connects the aim with
the means, system representations, techniques and
methods of system analysis are applied.
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TEOPETUYHI ACMEKTU NPOLECY MPUAHATTA PILLEHHA B MEAULUHI
3NPUKNAAAMU CUTYATUBHUX 3AAY

Ilpog. B. I’ Knieasxo, ooy. €. b. Paosiwescoka,
kano. mexu. Hayk A. C. Conooognikos, O. O. ConodosHixosa™

3ypaxysaHHaM 81dcHUX npogeciliHux ocobusocmeli KoxeH gaxigeyb 8 miti Yu iHWIl Mipi cMUKaemocs 3 mpyoHowd-
Mu nputiHamms piweHHs. OOHAK € Kisibka 2asiy3el J1I00CbKoT Qis/ibHOCMI, 0e MOXHA 3aCmocosy8amu npoyec nputHamms
piweHb sk 38udaliHy i 6aszosy npogpecitiHy Haguuky. MeduyHa disiibHicme, U0 € NOC/TIO08HUM NPOYecoM 0iaeHOCMUKU ma
JiKYB8AHHA, € MUNOBUM NPUKIadoM makoi eanysi. Memoou npuliHammas piweHs yHigepcasbHi, xo4a ix ycniwHe 3acmocy-
8aHHA 8eJIUKOIO MipOI0 3anexxume 8i0 npogheciliHoi keanigikayii paxisys, aAkuli nosuHeH MOYHO po3ymimu ocobugocmi
cucmemu, AKy 8iH 8UBYAE, | NOBUHEH 3HaMU, AK nocmasumu 3adayy. Kagedpa meduyHol ma 6ionoziyHoi ¢izuku i meouy-
HoT iHhopmamuku XapKiecbkoz2o HaYiOHA/IbHO20 MeOUYHO20 yHigepcumemy 3a NiOMpuMKU Kaghedpu 6iomeduyHOI iHxe-
Hepii Xapkigcbko20 HayioHabHO20 yHisepcumemy padioeiekmpoHiku po3pobusia i enposadusid 1ekyitlo ma npakmuyHe
3aHamma «[IpuliHAMms piweHb 8 MEOUYUHI», meMamuka akux akmyasibHa mum, wo sikap 3ycmpidyae npobnemy su6o-
py MemoOy piuleHHs 8 pi3HUX MeOUYHUX 3a80aHHsX (36ip aHux nayieHma, diazHocmuKa ma makmuka sikygaHHs). Mema
8Np0BAOKEHHA Yiel meMu — 3’ACy8amu MOXJ/1U8ICMb ONAHYB8AHHA CMydeHMamu pi3HUX cneyiaasHocmel NUMaHs Wooo
NpAKmMu4YHO20 3aCMOCYBAHHA efleMeHmie meopii npuliHAMmMA piweHs y npogecitiHiti npakmuui. 1i0 yac nposedeHHsA
NPAKMUYHO20 3aHAMMA CMyo0eHMu ompuMyrMb NOYAMKO8i 0aHi, NPOBOOAMb AHAI3, BUABAIOMb (hakmopu pusu-
Ky ma YUHHUKU 3ax80pt08aHHA. Ha ocHosi yiel iHpopmauyii cmydeHmu ¢hopmyome MHOXUHY aslbmepHAmMus, nicsis 4020
obuparoms 8i0N08IOHULU MeMo0 NOWYKY ONMUMAsbHOZ0 PilleHHS Ma 3acmocosyoms Memoo 00 0ia2HOCMUYHO20 ab6o
J1iKy8asibHO20 hpoyecy.

Lia memoouka 8idnpaybo8aHa Ha 3aHAMMAX i3 3aCMOCY8AHHAM CUMYamMUBHUX 3a80aHb. Y 3aHAMMAX 83A/1U y4dcmeb
He minbKu yKpaiHcoKi, ane U iHo3eMHi cmydeHmu, SKi NO3UMUBHO OUiHUJ/IU iX NpogedeHHs. MemoouKa 8UKIUKAa Oy»xe
XKeasull iHmepec i3 N00aIbLIUM NPOO0BXKEHHAM OUCKYCil.

Knrouoei cnoea: npoyec npuliHamms piweHb, ocgima, MeOUYHa iHhopmamuka, meopema baeca.

TEOPETUYECKUE ACNEKTbI MPOLECCA MPUHATUA PELLEHNA B MEAVMLUINHE
CNMPUMEPAMU CUTYALUOHHDbIX 3AJAY

Ilpo@. B. I’ Knueasko, ooy. E. b. Padsuwesckas,
kauo. mexu. Hayk A. C. Conoooguukos, O. O. Conodognuxosa™

Cyuemom cobcmaeHHbIX NPogeccUoHaTbHbIX 0cobeHHocmell Kaxoellt cneyuanucm 8 moli unu uHol cmeneHu cmari-
Kusdemcs ¢ mpyoOHOCMAMU npuHAMUSA peweHusA. OOHAKO ecmb HECKO/IbKO 0b1acmeli Yesogeyeckol desmenbHocmu, 20e
MOXHO NPUMEHAMb NPOUECC NPUHAMUSA peweHul Kak 06bl4HbIl U 6a30861U NpopeccuoHanbHbIU Hagbik. MeduyuHckaa
OesamesibHOCMb, ABNAWAACA NOC/Ie008aAMeTbHbIM NPOUECCOM OUAZHOCMUKU U JledeHUs — munuYHelt npumep maxout
obnacmu. MemoObl npuHAMUSA peweHUl yHUBepCabHble, XOms UX ychelwHoe npumMeHeHue 8 3Ha4umesibHol cmeneHu
3dsucum om npogheccuoHaabHOU K8aupuKayuu cneyuansucma, Komopsili 00/IKeH MOYHO NOHUMAMmb 0Co0beHHOoCMU
cucmembl, KOMopyto OH U3y4daem, u 00JIXKeH 3HaMb, KaK hocmasume 3adady. Kagedpa meduyuHckol u 6uonozudeckol
hu3UKU U MeOUYUHCKOU UHhopMamuKu XapbKoBCK020 HAYUOHATbHO20 MeOUYUHCKO20 yHUBepcumema npu noooepxKe
Kaghedpbl 6UOMEOUUYUHCKOU UHXeHepuU XapbKo8CKO20 HAUUOHAIbHO20 yHUBEpcUmema paduo3/1eKmpoHUKU papaboma-
J1a U 8HEOPUJ/IA JIeKYUIO U npakmuydeckoe 3aHamue «[IpuHamue peweHul 8 MeOuyuHe», meMamuka Komopbix akmyadsib-
Ha mem, Ymo 8pay cmpedyaem npobsiemy 8b160pa Memood peweHus 8 pasudHbIX MeOUYUHCKUX 3a0ayax (c6op 0aHHbIX
nayueHma, 0uazHOCMUKA U Makmuka seqeHus). Llenb 8HeOpeHUs 3mol memMbl — 8bIICHUMb 803MOXHOCMb 08/1a0eHUs
cmyOeHmMamu pasHelx cneyuaabHocmel 80NpOCO8 NPAKMUYECKO20 NpUMeHeHUS 31eMeHmMo8 meopuu NPUHAMUSA peule-
HuUl 8 npogheccuoHanbHoOU npakmuke. Bo 8pemsa npogedeHUA NPAKMUYECKO20 3aHAMUA CMyOeHMbl NOJTyYaom ucxoo-
Hble OaHHble, NP0B8OOAM AHAJIU3, BbIAB/IAIOM (hAKMOPsI pUCKA U hakmopsl 3abonesaHus. Ha ocHose 3moli uHgpopmayuu
cmyoOeHMbl hopMUPYIOM MHOXECMBO dJIbMepHAMu8, NocJie 4e20 8bi6uparm nooxodauulti Memod NOUCKAa ONMUMAsb-
HO20 pewieHuUs U NpUMeHAIOM Memo0 K OUAzHOCMUYecKoMy UJsiu jie4ebHOMy npoyeccy.

Sma memoouka ompabomaHa Ha 3aHAMUSAX C NpUMeHeHUeM CUMyamusHslx 3a0ad. B 3aHamusx npuHau y4acmue
He MoJIbKO YKpAUHCKUe, HO U UHOCMPAHHble CmyOeHMbl, KOmopble NOIOXKUMETbHO OUeHUsU ux nposedeHue. Memoou-
Ka 8b138a/1a 04eHb 60/1bWOL UHMepec € NOC1e0yoWUM NPOOOIKeHUEM OUCKYCCUU.

Kniouesble cnosa: npoyecc npuHamus peuwleHul, 06pazosaHue, MeOUYUHCKAA UHGopmamukd, meopema batieca.
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