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There is presented a framework for tracking metal tool wear states discontinuously, when the states’ finite set has
been statistically tied to the set of representative wear influencing factors. Range of wear states is presumed to be wholly
sampled into those factors. The tracker is two-layer perceptron with nonlinear transfer functions. It is a static model, unlike
evolutionary dynamic models of forecasting wear. Its identification starts with forming the initial finite general totality con-
taining correspondence between influencing factors and each known wear state. Two-layer perceptron is then trained on an
extended general totality, whose elements are sum of pure representatives and normal variates’ values in two terms. The first
term models jitter inaccuracies and omissions in statistical data or measurements. The second term models possible shifts of
wear influencing factors’ values in every state. The identification final stage is the input of two-layer perceptron is re-fed
with the pure representatives for making sure that they have not been disassociated from the initially given wear states. It is
said also about liable and easy realizability of the tracking model. When range of wear states embraces all practiced wears,
the presented two-layer perceptron tracker will control metal tool object wear states with minimized error, ensuring negligi-
bility of underuse or overuse of materials.
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Importance of tracking wear states

Tracking metal wear states reliably is necessary for preventing underuse and overuse of metal tools, de-
tails, mechanisms, manufacture, etc. If wear is overestimated then it causes underuse. Overuse is consequence of
underestimated wear. It is clear that overestimation and underestimation are unavoidable. However, if a metal
object wear states are tracked with minimized error then result of underuse or overuse is negligible. This negligi-
bility means rationalized usage of metal resource, what is desired in working.

Approaches to problem of tracking wear states

Mathematically, there are two generalized approaches to problem of tracking wear states. One of them al-
lows to track wear continuously, using differential equations [1] for describing how wear values vary against time
and influence of other factors, including geometrical coordinates, pressure, temperature, etc. Sometimes, these equa-
tions contain stochastic components [2]. Rarer, the tracker is regression. The second approach proposes to control a
finite set of wear states. It can be either a finite difference method or a method of statistical correspondence [3].
While wear is tracked discontinuously, its neighboring states are close either by wear factual values or by values of
factors influencing on wear. Closure by wear factual values is not typical for statistical correspondence methods,
aiming at linguistic description (for instance, having states “worn lightly”, “worn moderately”, “worn badly”, “worn
ultimately”, and so on). Particularly, this is about neural networking with multiple variables (influencing factors).

Whatever approach is, it needs statistical data. For tracking wear continuously, the data is accumulated
for setting up initial and boundary conditions in differential and difference equations [1, 3]. But in the course of
time their coefficients are required to be re-determined [2]. Generally, accuracy of the continuity approach is de-
creasing [1, 3] as time goes by. To the contrary, the averaged accuracy of neuronet methods is maintained constant
through the whole range of wear states. The accuracy rank is dependent on the initial statistical data. However, we
need fast and confident neuronet identification methods to make the rank as high as possible. This is especially
urgent when the number of influencing factors is of the order of tens [1]. Besides, sufficient amount of statistical
data is not always available.

Goal

For a finite statistical data set, containing correspondence between influencing factors and each known
wear state, we are to develop a framework of tracking those states. The tracker model is a two-layer perceptron
with nonlinear transfer functions (2LPNLTF). This is a universal classifier [4]. Its finite general totality (FGT) is
given in those correspondences. The major task is to substantiate the transition from that FGT to an extended
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general totality (EGT), whose cardinality would be sufficient to identify 2LPNLTF classifier at the proper rank.
An expected gain is simplicity of the identification. Note that inasmuch as the tracker is 2LPNLTF then the clas-
sifier high operation speed is presumed.

Tracking wear states with 2LPNLTF

1

Let X, = [x.<j q e X < R? be the j-th group with Q € N wear influencing factors (WIF), corre-
' IxQ
sponding to the wear state w, e W R . As the set W R is finite then, without loss of generality, we can

state that w; € {1, N} by number N € N\ {1} of total states. FGT is
L

77 =1
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Formally, the problem is to find a map y, € ¥ of the set X  R? into the set W = {1, N } such that

w*eargr\iig Z sign|w0—\|1(X0)| VX,cX 2)

XpeXocX
by correspondence of WIF X € X to the state w, e W .
The single object input of 2LPNLTF is X = [xl. ] o € X and the output of 2LPNLTF is the number

-1
Sshr,

Y
s, €argmaxq| I+exp| — u, -| 1+exp —[ xl.aik+hkj +b, (3)
s=h N kZI ;

of the current wear state. With Sg;; neurons in the single hidden layer (SHL) of 2LPNLTF, the problem (3)
contains Sgy; - (Q +N+ 1) + N coefficients

{[aik]gszHL 2 [uks ]SSHLXN 2 [hk]leSHL 2 [bs]lxN} (4)

to be determined for the map in (2): matrix [al.k] of weights in SHL, matrix [u kx] of weights in the

OxSgur SsuLxN

output layer, vector [hk ]1 S of SHL biases, vector [bg] of the output layer biases. In fact, the map . € ¥
XOSHL :

IxN

in (2) is realized as (3), being the function w =y, (X) by w=s, €W . Coefficients (4) are determined through
the process of their updating. This is the identification process, allowing to solve the problem (2) via training
2LPNLTF (3).

The training process starts by feeding the input of 2LPNLTF with the training set

(Y =[3 ]y 2 =] )
and getting the coefficients (4) updated according to the pure representatives (5) of those N states. For (5), the
identifier is N x N identity matrix I. Then 2LPNLTF is trained by feeding its input with the training set re-
garding possible noises and inaccuracies in statistical data or measurements. As wear is influenced with a great

deal of factors (which, upon the whole, are innumerable), then those noises must be treated as normal. Also sta-
tistical data may be shifted as a result of systematic inaccuracies and methodological poorness. Eventually, some

data are sometimes omitted. Omissions occur in consequence of that not all WIF {xl. }Q

., In X can be accurately

measured or assigned. So let N/ (0, 1) be infinite set of normal variate’s values with zero expectation and unit

variance. After the training process first stage with (5) is complete, there comes the second stage. The input of
2LPNLTF is fed with the training set
R

D(R’ H, o, “):{<{Y}r=1’ {?h}ll;[=1>:Y:[yis]QxN’ Yis zxfj% R ENU{0}°
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6,>0,E=[&,] & eN(0,1),n>0,0=[0,]  .6,=C eN(0,1) (6)
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and getting the coefficients (4) updated according to identifiers {I}:;H . While training, validation is executed by

val val?

feeding the input of 2LPNLTF with validation sets which are the regenerated set (6) by D (R H vaal> , u<val>)

for R, <R,H_ <H, vaaw <oy, u<val> < u. The set (6) is passed through 2LPNLTF by Re N for M € N

times until the error on the validation sets is decreasing. Usually, R, € {0, 1} is taken.
At the final, third stage, the input of 2LPNLTF is re-fed with the training set (5). This is executed for
making sure that the pure representatives (5) have not been disassociated from those N wear states. Thus every

-\ 9
s -th group of WIF {xf" ">}

i=1

is re-associated assuredly with the s -th wear state w; by s = I, N in FGT (1).

The transition from the initial FGT (1) to EGT

M
{D(R: Ha GO: H)D D(Rval’ Hval’ vaal>’ u<val> )}mfl (7)

that would be sufficient for solving the problem (2), requires parameters

{SSHL’ R, H,0,, 1, R, H Géval>a H<val>} (8)

val val?

to be ascertained before getting started with the identification of 2LPNLTF. They are selected being based on ex-
perience rather than strict methodology [4]. Integer Sg;; is specified with O and N . Some advisable values of

parameters (8) were recited in [5, 6]. Mind the term &, -E in (6) is responsible for modeling jitter inaccuracies
and omissions in statistical data or measurements. The term p -G, -® in (6) is a model of WIF shift in every

state. Therefore, G, characterizes ultimate jitters and | is ratio between the suspected jitters and WIF shifts.

Tracking wear states could be accomplished with other types of neural networking, used for function
approximation. These types are radial basis functions network (RBFN), exact RBFN (ERBFN), generalized re-
gression neural network (GRNN), probabilistic neural network (PNN). However, experiments confirm that effec-
tiveness of tracking wear states with 2LPNLTF (3) is greater in comparison to GRNN an PNN if p >1. By that,

tracking error rate (TER) of RBFN and ERBFN grows incommensurably high if O increases.

Discussion

Clearly, the problem (2) cannot be solved exactly. But there are many algorithms of 2LPNLTF (3) iden-
tification, bringing maps which are very close (in sense of functional spaces) to the map y. €Y in (2). With

properly adjusted parameters {SSHL, Cy» u} for EGT (7), these algorithms guarantee fast convergence and well-

identified 2LPNLTF (3) as a corollary. Sufficiency of EGT (7) ensues automatically then. While tracking with
the well-identified 2LPNLTF, TER is expected minimal [4]. And the forced discontinuity in tracking wear states
is natural, because decisions on wear are practically made over finite number of its states (or number of wear
threshold values). By the way, decision tree models here are off consideration as they are too complicated in re-
alizability when O and N are of the order of tens.

Contrariwise, there is no question on realizability of identifying 2LPNLTF (3) and its application after
the identification. Particularly, coefficients (4) are updated by the backpropagation algorithm, having a few tens
of methods for its implementation. Some of them are fully available within environment MATLAB [5, 6]. Their
codes may be freely edited for adapting them to specified problems (2) with parameters (8).

Conclusion

The presented discontinuous tracking model provides controlling the finite set of wear states by the condi-
tion that the states’ set was statistically tied to the set of representative WIF within FGT (1). If any paired tie of
those ones is distinguishable, 2LPNLTF (3) ensures minimal TER even by severe noises, shifts and omissions in
WIF groups. When range of wear states embraces all practiced wears, from the “incipiently wear” state up to the
state “outworn”, 2LPNLTF (3) competes successfully against other approaches. Nonetheless, 2LPNLTF approach
is not evolutionary, needing sampled data through the whole tool life. Thus, a further design might be connected
with transmitting particular solutions of evolutionary frameworks for FGT (1) in identifying 2LPNLTF (3).
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[Moctynuna B penaxitito 08.09.2014

Pomantok B.B. /luckperna Moge b Biic/1iAKOBYBaHHSI CTaHy 3HOCY HA OCHOBI IBOLLIAPOBOI0 MePCeNTPOHY 3
HeJIIHIfHUMHY nepeaBaIbHUMHU (PYHKIISIMH, 110 HABYAETHCS HA PO3LUMPEHiil reHepaJibHil CyKyIIHOCTI 3 ypaxyBaH-
HSIM OXHOOK i 3CyBiB y CTATHCTHYHMX JaHHX.

IpencraBnsersest CTPyKTypa [UIsl QMCKPETHOrO BiJCHIJKOBYBAHHA CTaHIB 3HOCY METaJIeBOrO 3aco0y, KOIM
CKIHYE€HHa MHOXKHHA IIMX CTaHIB Oy/la CTaTHCTUYHO IIOB’A3aHa 3 MHOMKHHOIO PENPe3eHTaTUBHUX (DaKTOpiB, 110 BILIMBAIOTH
Ha 3HoC. Jliara3oH CTaHiB 3HOCY BBA)KAETHCS IIOBHICTIO PO3OMTUM 3a IIMMH (akTopamu. BincrexxyBauem € ABoIIapoBHil mep-
CEeNTPOH 3 HEeNIHIMHIMU NepenaBaibHUMH (GyHKIisIMU. e — craTndHa Mozens, Ha BiqMiHY BiJl €BOJIOLIHHUX IMHAMIYHUX
Mofienell TIPOrHO3yBaHHs 3HOCY. li ineHTHdikaiis MOYMHAEThCS 3 (OPMYBAHHS MOYATKOBOI CKiHUEHHOI TeHepabHOI
CYKYIHOCTI, IIJ0 MICTUTb BiINOBIZHICTh MK (haKTOpaMH BIUIMBY Ta KO)KHUM BiJJOMHUM CTaHOM 3HOCY. JIBomaposuii nepcer-
TPOH JiaJli HABUAETHCA Ha JESAKIH PO3IIMPEHil IeHepasbHill CYKyIHOCTI, YHi eJIEMEHTH € CyMOIO YMCTHX 3pa3KiB 1 3Ha4YeHb
HOPMaJIbHUX BHIIaJIKOBHX BEIIMYMH Yy JBOX JojaHKax. Ilepimmii fonaHok Mozpeitoe (uyKryauiiiHi MOXuOKM Ta IPOIMYCKH Y
CTaTUCTUYHUX JAHUX a00 BUMipIoBaHH:X. Jpyruii 10JaHOK MOJEIIOE MOKIIMBI 3CYBU 3HAU€Hb (DAKTOPIB, 1110 BIUIMBAIOTH Ha
3HOC, y KokHOMY craHi. Ha 3aBepiansHoMy erari ineHTudikanii Ha BXiJ ABOIIAPOBOrO NEPCENTPOHY IIE Pa3 MONAIOTHCS
YUCTI 3pa3KH VIS TOTO, 100 YHEBHUTHCS, 110 BOHU He OyinM po3’€/lHaHi 3 10YAaTKOBO IPEJICTABICHUMHU CTaHaMU 3Hocy. Ta-
KOXX HaroJomeHo Ha HMOBIpHIH Ta JIerkii peasi30BaHOCTI TaKol MO BifciiqkoByBaHHs. Konu nianas3oH craHiB 3HoCY Oy-
JIe OXOIUTIOBATH YCI BUAU 3HOCY, 3 SIKUMU 31LITOBXYIOTHCS Ha NPAKTHIL, IPEJCTABICHUH BiJICTEXKyBay HA OCHOBI JIBOIIIAPOBO-
'O IIepCeNnTPOHy Oy/ie KOHTPOIIOBATH CTAHH 3HOCY 00’€KTa 3 METaJIeBOro 3aco0y 3 MiHIMI30BaHOIO MOXHOKO0, 3a0e3neuyto-
Y1 HE3HAYHICTh HEJJOBUKOPHCTAaHHS a00 NePEeBUKOPHCTAaHHS MaTepialliB.

KirouoBi cioBa: craH 3HOCy, MOJENb BIiJCTIJKOBYBAaHHS, CTATHUCTHYHI JaHiI, JBOIIAPOBUH IEPCENTPOH, HABYAHHS,
inenTHdiKallis, piBeHb HOMUIIOK BiJIC/iIKOBYBAaHHS, (IIYKTYalliliHi IOXUOKH y TaHUX, IPOITYCKU Y JaHUX,
3CYBH Y JJaHHX.

ITpo6emu tpu6onorii (Problems of Tribology) 2014, Ne 3



