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PLANNING THE FLIGHT ROUTES
OF THE UNMANNED AERIAL VEHICLE

BY SOLVING THE TRAVELLING
SALESMAN PROBLEM

Posensinymo memoou po3e’szanis 3adayi Komieosicepa 0nsk NAAHYBANHS MAPUPYMIE NoabOmy 6e3-
NILOMHUX TIMALOHUX ANAPAmie ma npoananizosano pesyivmamu povomu. Iloxasano, wo memood oce-
pednenux Koepiuienmis po3e’asye 3aoavy HAUONMUMAILHIULE 3 KPUMepiem 6i0cmani, BUKOPUCTAHHS
K020 3a0e3neuye MiHIMAIbHI eKCNAYAMAUTUHT GUMPAMU NOJbOMY Oe3NILOMHUX JTMATGHUX ANAPAMie
ma dae cymmesuil suzpau nopieHsno 3 inuwumu memooamu (5—10 % ).

Kmauosi cnoea: 3adaua Komisoscepa, MIHIMATOHUT MAPUPYM, NIAHYEAHHSI MAPUPYMIE, Oe3NiA0mHI

JimanvHi anapamu.

1. Introduction

At present, considerable experience has been accumulated
in development of unmanned aerial vehicles (UAVs). At the
same time, the question of effective application, in accordance
with considerable number of publications in this direction in
the publications of near and far abroad, is open. UAVs have
a number of advantages, namely: low operating costs, low radar
and optical visibility, stability and flexibility, simple and afford-
able creation technology. UAVs can even be used in cases where
the use of manned aircraft is impractical, expensive or risky [1].

One of the most important tasks of providing UAVs
flights is the task of route planning, consists in determining
the set of points in space corresponding to the UAV flight
path and determined on the map. The following factors in-
fluence the route selection: limited flight time, flight safety,
multiplicity of routes. There are a number of methods and
algorithms for solving this problem. For example, attempts
were made to solve the problem of route planning using
the geometric approach. In this case, the optimal trajectory
in the solution of the problem may turn out to be such
that it is not physically realized. In this case, we have
a problem with a restriction on the curvature of the flight,
or in principle these approaches are not applicable in the
conditions of a large number of reference points along which
the route is constructed [2]. However, they do not solve
the problem with the desired results.

Most of them are inapplicable to large-dimensional
problems, since the complexity of these algorithms grows
exponentially. Often it is necessary to choose between
the time of the algorithm and the quality of the results.

Such optimization is relevant in the context of limiting
the UAV’s energy resources and the timing of decision
making for flight planning with the corresponding pos-
sible operating costs.

2. The ohject of research and
its technological audit

The object of research is the process of planning the
UAV flight paths. One of the most problematic issues

in this process is the choice of the optimal flight route
by the criteria of minimum size and the minimum pos-
sible time for planning. This is due to the fact that the
existence of a large number of methods for solving this
problem does not always give the necessary result. The
reason for this is the imperfection of these methods and
the exponential growth of algorithmic complexity with an
increase in the number of flight reference points. Most
of these methods solve the posed problem only on one
criterion (the time for planning or the obtained value
of the length of the route).

Thus, the main direction of research of the UAV
flight planning process is the analysis of possible al-
gorithms for solving the traveling salesman problem
for solving this problem and choosing the optimal one
based on the time complexity criterion and the obtained
route length of the UAV flight planning method. This
will reduce the energy costs of the UAV during the
flight.

3. The aim and ohjectives of research

The aim of research is analysis of the existing methods
for solving the traveling salesman problem and to choose
the optimal solution to the transportation problem for
planning the flight route of UAVs of terrestrially territori-
ally separated nodes in real time. Solving this problem
will lead to a reduction in operating costs.

For this aim it is necessary to solve the following tasks:

1. To study the work of existing methods or algorithms
for solving the traveling salesman problem (Monte-Carlo,
reduction of rows and columns, averaged coefficients) for
a different number of objects.

2. To determine the optimal method for solving the
problem of time complexity and length of the route of
solving the traveling salesman problem for planning UAV
flight on the basis of analysis of the analytical values
of numerical calculations obtained during the investi-
gation.

3. To consider the obtained route as the optimal (sub-
optimal) route of UAV flight.
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4. Research of existing solutions
of the prohlem

A number of scientific papers are devoted to solving
the traveling salesman problem, including for planning the
flight routes of UAV. In particular, the approach [1, 2]
has been implemented to form short UAV flight routes in
the constant wind field based on the solution of varieties
of traveling salesman problems. At the same time, the
complexity of the proposed approaches for solving the
effective flight planning of UAVs is noted. The proposed
method [3] of laying the optimal UAV flight route for col-
lecting information from remote sensors by the criterion of
the minimum of the traversed path provides a significant
gain in comparison with existing methods. However, this
does not take into account the optimization of the time
to solve the UAV flight planning problem while reducing
the number of flight reference points. One of the approa-
ches [4] to the solution of the UAV group flight planning
problem for observing spatially distributed point, linear
and planar targets is considered. This approach is based on
the presentation of the task of planning transport routing
with loading and its further decomposition into subtasks.
The complexity of using such approach consists in an
exponential increase in the time to solve the task posed
to increase the number of point targets. The proposed
algorithm [5] is not physically realized in the conditions of
a large number of reference points along which the route
is built. In [6, 7], the application of heuristic approaches
to the traveling salesman problem for flight planning of
UAV groups with minimization of the route length is con-
sidered. The use of such approaches does not provide an
appropriate optimization solution to the UAV flight plan-
ning problem. When using the genetic algorithm [8], the
time criterion for solving the problem is not taken into
account. In [9], the motion control problem for groups of
UAVs and unmanned ground robots as part of a system
of unmanned vehicles for performing tasks is considered.
It does not take into account the time limit for the UAV
flight planning. The considered algorithms [10—12] have
problems of similarity and accuracy of the obtained results,
which are not always optimal.

The imperfection of the considered approaches neces-
sitates a detailed investigation and selection of the UAV
flight planning method that is optimal by the time com-
plexity criterion and the obtained route length.

5. Methods of research

The traveling salesman problem is one of the most famous
tasks of combinatorial optimization. It consists in finding
the possible optimal route, passing through the given points
at least once and then returning to the starting position.
Under the conditions of the problem, the criterion for the
optimality of the route (the shortest, cheapest, aggregate
criterion, etc.) and the corresponding distance (cost) mat-
rix are indicated. As a rule, it is indicated that the route
must pass through each point only once — in this case, the
choice is made among the Hamiltonian cycles [3].

The task of optimizing the UAV movement can be
formulated in the context of the transport task, decision-
making tasks, resource management, scheduling, etc. [4].
The formulation of the problem of this class is charac-
terized by many parameters and optimality criteria that

determine the greater dimensionality of the solution space,
but the main criteria are the minimization of the time for
solving the problem and the path of the UAV route [5].

The general formulation of the problem of choosing
the optimal route for flying around nodes of the network
belongs to the class of NP -complex problems. All the
exact algorithms are in fact an optimized full search of
variants, in the case of limitations on on-board compu-
ters, it is unacceptable, accordingly, it becomes neces-
sary to solve the suboptimal (approximate to the optimal)
problem. The task is to minimize the goal function [6].
In this case, certain restrictions must be met, reflecting
the condition under which the UAV must fly each ob-
ject (network node) only once:
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L the movement of the UAV from node I to node J;
0, there is no such movement.

In this case, the trajectory is closed, that is, the starting
and ending positions of the UAV are the same.

Condition (1) is an assignment problem, the solution
of which contains n variables that are equal to one, and
others n(n—2) are zero. The solution can consist of several
simple vertex-non-transitional loops (subcycles) passing
through the number of objects (nodes of the network)
less n [7]. Accordingly, to obtain a route passing through
the objects, one should also take into account the cycli-
city requirements:

w;—u;+nx; <n—1; j:LTV; i=1,N;

i# ], (2)
where u; — the number of the stage at which the UAV
reached the point i [8].

However, as the number of objects increases, the com-
plexity and solution of the problem increase. To solve this
problem, a recursive full search method has been proposed,
which allows solving this problem up to 1000 knots for
the necessary time, but the solutions obtained by these
methods are not always optimal [9]. There is a need to
apply certain heuristic approaches. It is advisable to plan
the route not for all the objects (nodes of the network),
but group by the radius of the UAV coverage zone and
move around the centers of attraction of these groups. In
this way, the traveling salesman problem is solved, but
of a lesser dimension, while saving the solution time and
the UAV path [10, 11].

Let’s analyze a number of methods for solving the tra-
veling salesman problem.

5.1. The solution of the traveling salesman problem hy
the Monte Carlo method. Monte Carlo methods call any
procedure that uses a statistical sample, including to find
the solution of the traveling salesman problem (a random
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number generator is used). At the first stage among the
reference points with numbers (point No.1 — initial) is
randomly determined by one point, forming a sequence.
Let’s note that in the future this sequence is considered
the optimal route. For the obtained route, the goal func-
tion is calculated, after which the procedure is repeated.
In the case that the goal function has not changed or
has the worst value, the result is not taken into account.
Otherwise, this value is the solution of the traveling sales-
man problem. Let’s note that this algorithm allows for
a short period of time to calculate a significant number of
routes and choose among them suboptimal, but the best.
5.2. The solution of the traveling salesman problem
by the method of reduction of rows and columns. The
algorithm for solving the traveling salesman problem by
this method consists of the following stages and rules:
1. Let’s find the upper possible boundary of the goal
function, for which it is necessary to select an arbitrary
route and calculate the value of this function Fm.dx(x).
2. Let’s find the minimal element A = mm(c in each
row of the matrix C= l]H and subtract it’ from all the
elements of the corresponding row and write it down to
the last column (reduction of rows) and get the matrix:

i =¢; mmc

3. If there are columns appearing in the matrix C’
represented by rows, do not contain zero values, let’s per-
form column reduction. For this, in each column_of the
matrix C’ let’s select the minimal element B;, j=1n and
subtract it from all the elements of the corresponding
column and obtain the matrix:

C” —

)

c; —minc; —minc;
NG —MInG

each row and column of which contains at least one zero
value. Such matrix is called reduced in rows and columns.

4. Let’s summarize the elements A, and B;, and get
the lowest goal function:

mln 2 A + Z B

5. Let’s check the condition of having one zero value in
each row or column. When the condition of interchanges
is satisfied, the goal function has the form:

Enin (x) < F(x) < Enax (x)7

if this condition is not fulfilled, let’s proceed to determine
one of the steps of the optimal path. To do this, let’s define
the line penalties a@; (the smallest value of the i-th line
after the first zero value) and the column penalties b; (the
smallest value of the i-th column after the first zero value).

6. For non-zero cells, let’s determine the secondary
penalties a; =a;+a; and find among them the maximum
value with the numbers: i-row and j,-column, which, in
accordance with the cross out of the matrix C=|c;|, and
the arc (iy;jy) is entered into the route.

7. Performing the same steps (10-6) of (n—2) steps,
let’s obtain a matrix C"= c?’“ with two rows and co-
lumns, and the arc (i,,;j,,) is the final part of the route.
This completes the solution of the problem.

i

5.3. The solution of the traveling salesman problem hy
the averaged coefficient method. The traveling salesman
problem is solved by the method of averaged coefficients
by the (n-2) stage.

1. Let’s find in each row and column of the matrix
C=
For each cell, let’s obtain the averaged coefficients, which
are calculated by the difference in the elements of the
matrix C=|c;| and the sum of the average values of the
row and column are recorded in the matrix:

ci=cj— (c +¢; )
2. Among the averaged coefficients, let’s determine the

smallest U, = rnin(c) or U; mln( ;). and the arc (ip; jo) is

recorded in the UAV flight route. Cross out the 4-row
and j;-column of the matrix C”.

3. In the matrix C” is similar (paragraph 1 of this
method) let’s find in each row and column of the matrix
C’=|c;| the average value of the row ¢; and column ¢;.
Let’s obtain the averaged coefficients for each cell, Wthh
are calculated by the difference of the matrix elements
C’=|c;| and the sum of the average values of the row.

4. Among the averaged coefficients, let’s determine the
smallest U, = min(c) or U, mln(c ), and the arc (i;;7;) is
recorded in the UAV flight route. Cross out the i;-row
and j-column of the matrix C”.

5. Performing the same steps (1-2) of (n—2) steps,
let’s obtain a matrix C"= c-’“‘ with two rows and co-
lumns, and the arc (i,;j,) is the final part of the route.
This completes the solution of the problem [12].

6. Research results

Investigation of efficiency of the considered algorithms
for solving the traveling salesman problem for UAV flight
planning will be carried out with the help of a software
implementation developed by the authors. For the input
data, let’s use geographically distributed objects in the
amount of n=50 (Fig. 1), which are the reference points
for the UAV flight route. These objects are located on
a plane (area of terrain) of a given size. The UAV moves
a straight path in space at a constant height H = const
with a constant speed v=const along a certain route,
characterized by a set of reference points of space with
the coordinates of the projection to the earth’s surface.

The reference points in this paper are depicted by these
objects, and the initial and final positions of the UAV
are in the first object.

Fig. 1. Beference points for planning the flight path (2 =50 objects)
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Table 1 shows the analytical values of numerical cal- . . ¢ . . .
culations, and Fig. 2 geometrically reflects the results of . . .
. ~ . . L ]
the work of algorithms for solving the traveling salesman .' . e . .
problem: Monte Carlo, reduction of rows and columns, ° . * . . . ®
averaged coefficients. .« v " . * .,
. . ® * .
Table 1 . . .
.
Results of algorithms for solving the traveling salesman . . * ° . e
problem (=50 objects) .
. . . . ®
Algorithm for solving the traveling Solution Route . . * . . .
salesman problem time (s) length (m) . . * . . o
L] L] . o
Monte Carlo 0.1 3714 e " o o . U
L] [ )
Reduction of rows and columns 2.1 3621
Fig. 3. Reference points for planning the flight path (2 =100 objects)

Averaged coefficients 1.2 3484

Table 2
Results of algorithms for solving the traveling salesman
problem (2= 100 objects)
Algorithm for solving the traveling Solution Route
salesman problem time () length (m)
Monte Carlo 0.5 6000
Reduction of rows and columns 3.9 5531
Averaged coefficients 2.5 5224

RS

Fig. 2. Optimal UAV flight routes based on the results of solving
the traveling salesman problem by methods (2="50 objects):
a — Monte Carlo; b — reduction of rows and columns;
¢ — averaged coefficients

For input data, let’s use geographically distributed ob-
jects in the amount of n=100 (Fig. 3), which are the
reference points for the UAV flight route.

Table 2 shows the analytical values of numerical cal-
culations, and Fig. 4 geometrically reflects the results of
the work of algorithms for solving the problem traveling
salesman: Monte Carlo, reduction of rows and columns,
averaged coefficients.

Fig. 4. Optimal UAV flight routes based on the results of solving
the traveling salesman problem by methods (=100 obijects):
a — Monte Carlo; b — reduction of rows and columns;

c — averaged coefficients
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Fig. 4 clearly shows that with an increase in the num-
ber of objects in the work of Monte Carlo algorithms,
reduction of rows and columns there are errors that affect
the minimization of the route.

For the input data, let’s use geographically distributed
objects in the amount of =200 (Fig. 5), which are the
reference points for the UAV flight route.

Fig. 5. Reference points for planning the flight path (2 =200 objects)

Table 3 shows the analytical values of numerical cal-
culations, and Fig. 6 geometrically reflects the results of
the work of algorithms for solving the problem traveling
salesman: Monte Carlo, reduction of rows and columns,
averaged coefficients.

Table 3

Results of algorithms for solving the traveling salesman
problem (2=200 objects)

Algorithm for solving the traveling Solution Route
salesman problem time (s) length (m)
Monte Carlo 1.2 8760
Reduction of rows and columns 12.4 8105
Averaged coefficients 7.5 7977
a b

c

Fig. 6. Optimal UAV flight routes based on the results of solving the traveling salesman problem
by methods (=200 objects): a — Monte Carlo; b — reduction of rows and columns;

¢ — averaged coefficients

Research results show that for different values of
the number of reference points of the UAV flight route,
the methods: reduction of rows and columns, averaged
coefficients solve the traveling salesman problem with
almost identical results of the length of the route. How-
ever, according to the time criterion for the solution,
the latter has a significant advantage, which is espe-
cially noticeable with an increase in the number of
objects.

7. SWOT analysis of research results

Strengths. The method of averaged coefficients is op-
timal for UAV flight planning according to the solution
time criteria and route lengths in comparison with other
methods. The use of this method ensures the minimum
operating costs of a UAV flight. From a practical point
of view, this will make it possible to make operative
decisions on various types of operations involving the
use of UAVs for both military and civilian purposes
with minimal operating costs, while limiting the time
for decision-making.

Weaknesses. During the research it is established
that inaccuracies appear in the solution of the traveling
salesman problem in Monte Carlo algorithms, reduction
of rows and columns. In particular, the first algorithm
produces a result with a high level of error, and the
second with an increase in the number of objects mini-
mizes these errors.

Opportunities. In future studies, it is planned to use
this method for the UAV group, taking into account the
breakdown of the wireless network into clusters to ensure
the connectivity of mobile subscribers.

Threats. The complexity of implementing the results
is that there are no modifications to existing UAV flight
planning software that don’t take into account software
limitations in the number of reference points.

8. Conclusions

1. The effectiveness of the methods
of solving the traveling salesman prob-
lem (Monte Carlo, reduction of rows
and columns, averaged coefficients) is
analyzed for planning the UAV flight
paths using software developed by the
authors. As reference points of the route,
objects of different numbers are terri-
torially spaced. The theoretical basis of
these methods is given.

2. It is established that among the
considered methods optimal for solution
of the problem and path length is the
algorithm of averaged coefficients. From
the obtained results, it is clearly visible
that this method yields a significant
gain (5-10 %) in comparison with other
methods, and an increase in the gain is
rectilinear to an increase in the number
of reference points.

3. UAV flight path obtained by sol-
ving the traveling salesman problem by
the method of averaged coefficients is
optimal (suboptimal) on the basis of the
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numerical values of the analytical calculations obtained
during the research.
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NNMAHHPOBAHHE MAPWIPYTOB MONETA BECMTHMOTHBIX
NETATENBHBIX ANMNAPATOB MYTEM PEWMEHKA 3AAYH
KOMMHBOAMEPA

PaceMoTpeHbl METO/bI PellieHus 3a/laui KOMMUBOsDKepa JIJist
[TAHMPOBAHUS MapIIPyTOB TMoJieTa OECHIJIOTHBIX JIETATETbHBIX
amnmapaToB W MPOAHATN3WPOBAHBI Pe3YJIbTAaThl paboTsl. Ilokasa-
HO, 4TO METOJ[ yCPeJHEHHBIX K0I(DDUIMEHTOB pelraer 3ajady
OIITUMAJIBHO 110 KPUTEPHUIO PACCTOSIHIS, MCIIOJIb30BAHNE KOTOPOTO
obecrieunBaeT MUHUMAJIbHbBIE 9KCTIIYaTAIOHHBIE PACXO/BI TTOJIETA
GeCIMIOTHBIX JIETATEIbHBIX AIIAPATOB U JAET CYIIECTBEHHBIN BbI-
urpbiinn (5-10 %) B cpaBHEHMM € JAPYTMMH METOJAMHU.

Kmouessie cnoBa: 33/1a4a KOMMHUBOSTKEPA, MUHIMAJIbHBIT MapIi-
PYT, IUIAHUPOBAHKME MapIIPYTOB, GECIUJIOTHBIE JIeTaTeNbHbIE all-
raparbl.
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MINIMIZATION OF BOOLEAN FUNCTIONS
BY COMBINATORIAL METHOD

Posensinymo nowupenns npunyuny MiHimizayii 3a 00nomozo10 aizebpuuHux nepemeopens Ha Memoo
MIHIMI3QUTT 3 BUKOPUCTAHHAM KOMOTHAMOPHOT 610K -cXxemu 3 nosmopennsim. Mamemamuunuii anapam
OI0K-CXeMU 3 NOBMOPEHHAM 0a€ Olavlue THHOPMAUii CMOCOBHO 0PMOZOHATLHOCTI, CYMINCHOCTE, 00HO-
3Haunocmi 610KI8 KOMOTHAMOPHOI cucmemu, K00 € GlacHe mabiuys iCmuHHOCmi 3a0anoi Qyukyii,
MoMYy 3aCMOCYBanis maxoi cucmemu MiHiMisayii pynxyii € Oinvu epexmuenum.

Kmouosi cnosa: Oynesa Qynxyis, memood minimizauii, minimisayis ro2iunoi Qynuxuyii, 610K-cxema

3 NOBMOPEHHAM, MIHMEPM.

1. Introduction

The problems and shortcomings of the known methods
for minimizing Boolean functions are associated with a rapid

growth in the amount of computation, which results in an
increase in the number of computational operations, and,
consequently, in the increase in the number of variables
of the logical function.
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