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DEVELOPMENT OF THE METHOD OF
AUTOMATIC DETERMINATION OF THE
SPEAKER GENDER ON THE BASIS OF JOINT
EVALUATION OF FREQUENCY MOMENTS OF
BASIC TONS AND FORMANT FREQUENCIES

Omelchenko S.

06’exmom docnioncens € Memoou po3ni3Hasamnns Cmami OUKmopa no MoeHuM cuznaiam. OOnumu 3 Hatlbirvu
NPOOIEMHUX MICUD € HEOCTAMISL GUSUEHICb GUOOPY 03HAK 1 supiwarviux npaeui. Ile neobdxiono ois nidsu-
WeHHs UMOBIPHOCTI NPABULLHO20 PONIZHABAHNSL | 3A6A00CMILIKOCMI PO3NIZHACANHA CINAMI N0 MOGHUM CUZHALAM
6 ymosax 0ii nepewrod. Baxyciusum maxoxc € npocmoma pearizayii aizopummie posnisHasanis cmami OuKmopis.

s posnisnaeanns cmami ouxmopa o0pana noea CYKYnHiCmv KAACUDIKAUIIHUX 03HAK, WO GKIIOUAIOMND
CHibHE BUKOPUCTANHSA OUIHOK CePeonb0z0 3HAUEHIs YACTNOMU OCHOG8H020 MONY, ii Koeiuyienma excyecy, oui-
HOK cepednix snauenv gopmanm i ix xoediyienmie acumempii. B x00i docrioncenis suKopucmosyeascs memoo
CIAMUCTMUYHO020 SUNPOOYBANIS 3ANPONOHOBAHUX ANZOPUMMIE HA NEePCOHAILHOMY Komn lomepi. Excnepumenmu
NPOBOOUNUCS 3 BUKOPUCTRAHMIM DEALHUX 36YKOBUX CUZHATLIE, 66C0CHUX 3 MIKDODOHA 8 NEPCOHAILHUT KOMN Iomep
K Ol nPedcmasHuxie Jcinouol, max i woa06iuoi cmami, i 3anUCAnUx y 6uzisodi okpemux gaiiis. /lis ybozo 6y.10
suxopucmano 10 emanoni 10 cuie 0ns K0X€cH020 3 5 QUKmMOpPIE KHcinox ma 5 Juxkmopis uor06IKie.

3a pesyrvmamamu cmamucmuunux 6unpooyeans 01 Ar0PUMMY, WO GKIIOUAE CRILLHE GUKOPUCTIAHNS OUIHOK
cepeonvol GeuvMuUnY YaACmomu 0CHOGHOL Monu, ii Koediyicnma egexmy, ouinox cepednix 3nauenv Gopmanmis
ma ix Koegiyienmie acumempii, ompumana oyinka cepeonvoi ¢ipozionocmi npasunviozo posnisnasanns 1. Ilpu
dodamxogiil dii adumuenoi nepewkodu muny zaycie Oiiuil wym i eionowenns cuznany,/wym q=20, 01s maxozo
AZOPUMMY EKCNEePUMEHMANLHO OMPUMANA 8iPOZIOHICMb Npasuiviozo posnisnasanns — 0,8. /s arzopummy
NPUTHAMIMS. PiUlenb, W0 BUKOPUCTROBYE JUULE OUIHKU CePeOibOl 6eIUMUNU YACTOMU OCHO8HOT monu ma ii Koegi-
uienm egpexmy, ompumana oyinka cepednvoi gipozionocmi npasuiviozo posnisnasanns — 0,9. Ile zosopumv npo

Oirvuy 3a6a00CMIIKICMb MAKUX ALZ0OPUMMIG.

B nepcnexmuei nepedbauacmvpcs GUKOPUCTIANHS OMPUMAHUX DE3YIbMAmie e miivku 0l pocilicokoi ma

YKPAincvkoi Moe, aie i 0Nt psoy iHO3eMHUX MOE.

Kmouosi cmoBa: posnisnasanns cmami OuKmopa, Qopmanmiozo-cmyzo6i 03naxu, xkoegiyienm acumempii,

yacmoma 0CHOB6HOZO MOHY.

1. Introduction

Algorithms for recognizing the speaker gender are neces-
sary for solving a number of applied problems. The results
of determining the speaker gender are used in systems of
adaptive word recognition and speech phonemes, identifica-
tion and verification of speakers, since recognition of the
speaker gender allows significantly narrowing the range
of values accepted by the signs.

Dimensions of the larynx, vocal folds and muscles that
control their fluctuations, are different for men and women.
This gives grounds for searching for distinctive features
in the parameters of the voice excitation pulses and the
digital filter of the speech formation model.

Therefore, it is important to investigate the methods
of recognizing the speaker gender using speech signals.

2. The ohject of research
and its technological audit

The object of research is the methods for recognizing
the speaker gender by means of speech signals.

One of the most important steps, which ultimately
determine the quality of classification, is the choice of
classification characteristics.

Typically, as the information parameter, which is used
to identify the speaker gender, use the pitch frequency.
However, as practice shows, one tone frequency is not
enough for reliable classification of the speaker gender.

Other characteristic disadvantages that are inherent
in this object under the existing operating conditions are
the complexity of implementation and low stability in the
presence of high-level interference.

3. The aim and ohjectives of research

The aim of research is development of algorithms for
automatic recognition of the speaker gender.

To achieve the aim, the following tasks are set:

1. To select new classification characteristics.

2. To develop the construction of a decisive rule (classi-
fier), which are resistant to interference, Gaussian white noise.

3. To carry out experimental studies of the developed
algorithms.
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4. Research of existing solutions
of the prohlem

Previous studies on gender identification have offered
many features and methods of classification. Isolation of
the function is often performed using gender characteristics
of speech, such as tone frequency, which is supplemented
by cepstral signs [1, 2]. Other approaches are based on
spectral features, such as linear prediction coefficients,
reflection coefficients. Classification methods use hidden
Markov models, Gaussian model mixtures [3, 4]. Also,
multi-use approaches combining classification methods have
been developed.

In work [5], features of the speaker gender recog-
nition on 4th formant frequencies and 12 Mel-cepstral
coefficients (MFCC), where the probability of correct
recognition of 0.94 is received is considered.

In the existing system [6], fuzzy logic and neural
networks are used. However, such system does not pro-
vide a high quality gender classification and is difficult
to implement due to the complexity of network training.

In particular, the paper [7] is devoted to the consi-
deration of the peculiarity of gender recognition by speech
received from the phone. Various classification methods are
considered, including the method of the k-nearest neighbor,
the Bayesian approach, the multilayer perceptron using
the Mel-cepstral coefficients (MFCC) as characteristics.
The probability of correct recognition is 0.90.

In [8], the features of gender recognition by the fre-
quency of the pitch and Mel-cepstral coefficients (MFCC)
using logistic and linear regression are considered. The
probability of correct recognition is 0.95.

In the system [9], Gaussian mixtures are constructed
for Mel-cepstral coefficients (MFCC). Such system with
24 MFCC coefficients and 16 components of the Gaussian
mixture of distributions has up to 100 % correct recog-
nition. However, such a system is difficult to implement
and training.

In an alternative solution to the problem described
in [10], Gaussian mixtures are constructed for the Mel-
frequency coefficients (MFCC). Such system has 92 %
correct recognition.

The results of the analysis lead to the conclusion that
the algorithms for recognizing the speaker gender are, as
arule, difficult to implement and do not satisfy the speaker’s
recognition quality.

5. Methods of research

It is assumed that the input of the recognition sys-
tem receives a time sequence of samples of the speech
signal s(n), n=0,N —1, taken with a sampling interval At.

It is necessary to build an algorithm that, according to
the presented implementation of the speech, makes decisions
about the belonging of the current structural speech units
to the given types, classes and would provide the maximum
of the average probability of correct gender recognition of
the speakers P,,.

Let’s consider the work of the speaker gender recognizer.
In order to obtain the dynamic features of a recognizable
digital signal, words are divided into segments of the same
length, which is usually 10-30 ms.

First, the segmentation of words, phonemes is performed
to compile the stored standards of the speech units of the

speaker. Such segmentation at the stage of recognition of
speech units allows to exclude redundant decision making
procedures for signals that do not carry verbal informa-
tion or which are not integral speech units. The task
of segmentation is to divide speech into structural units
and to estimate their time boundaries. The segmentation
algorithms are discussed in detail in [11, 12].

Assuming that within the sample the speech signal
is stationary in a broad sense, the algorithm for filtering
the speech signal in the frequency domain has the form:

*(t)= Re((N)‘WszC(m)Hkm (m)exp(i(sz)mD,

m=0

2N-1

2ntm
_ ~1/2 j [
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where input readings:

Ji= {s{, i=0,1,...,(N-1),

(1)

0, i=N,(N+1),..,(2N 1)

Hyop(m) — frequency response of the filter.

One of the main parameters of oral speech is the fre-
quency of repetition of vibrations of the vocal cords
when pronouncing vocalized speech, called «Pitch». For
recognition, it is possible to use the features of the pitch
frequency distribution. Measurements on the speech sig-
nals made for the voices of five female speakers showed
that the ranges of possible values of the pitch frequency
from 135 to 522, and for five male speakers from 58
to 238 Hz. Although the ranges of estimates of pitch
frequencies for men and women overlap, but differ in
the average pitch frequencies of 128 Hz for men and
256 Hz for women.

To estimate the pitch frequency, it is better to use
blocks that are voiced. There are many methods of cal-
culating the sign of vocalization. For example, the sign
of vocalization N¥ is calculated by counting the number
of zero-intersections for each sample of the j-th sample
of the u-th word segment. The decision on vocalization
is made in comparison with the threshold, calculated, for
example, by the histogram method.

The histograms are asymmetrical — with respect to
their mode: for female voices (Fig. 1), from the side of
small periods the slope is steeper than for long periods,
whereas in men the opposite picture is observed (Fig. 2).
For such distributions, the gamma distribution is adequate.
It is possible to use cumulants up to the 6th order, in-
cluding odd ones, for recognition.

61
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Fig. 1. Frequency histogram for the female voice
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Fig. 2. Frequency histogram for the male voice

The cumulant coefficient vy, is defined as follows:

M

L 2)

Ye=

where @, — cumulants of k order, uniquely related to
the central moments.

The calculation of asymmetry and kurtosis makes it
possible to establish the symmetry of the distribution of
the random variable X with respect to the mathematical
expectation M(x). To do this, let’s find the third central
moment characterizing the asymmetry of the distribu-
tion law of a random variable. If it is zero p3=0, then
the random variable X is symmetrically distributed with
respect to the mathematical expectation M(X). Since
has dimension of the random variable in the cube, a di-
mensionless value is introduced: the asymmetry coefficient:

u
As:c—i. (3)

The central fourth-order moment is used to determine
kurtosis, characterizes the flatness or sharpness of the pro-
bability density. The excess is calculated by the formula:

ES=%—3.

(4)

Estimate of the central moment by the pitch frequency f,:

N

W=y (f-M(f)).

k=1

()

From Fig. 3 it can be seen that it is possible to draw
a dividing line between the female and male classes.
The decision-making algorithm:

i=sgn(mf/»,—k1~As—fd), (6)

where the sign function:

1,x=>0

sgn(x)= {o’ x<0

mf, — estimate of the average value of the pitch frequency;
As — estimate of the asymmetry coefficient; ky, f; — the
coefficients of the decisive rule.

Considering the experimentally obtained concentration
of the pairs of measurements of the mean pitch value fz

and asymmetry A, for female and male voices (Fig. 3),
let’s obtain approximate values of the decision rule coef-
ficients f; =170 and k;=178.
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Fig. 3. Concentration of pairs of measurements of the mean value
of the pitch frequency f; and asymmetry A, for female (triangles)
and male voices (dots)

Studies have shown that the use of variance D(x)= c>
and kurtosis Es estimates do not allow the use of a clear
dividing line, although their use is possible.

It is also possible to use additional features that im-
prove the recognition of the speaker gender and take into
account the characteristics of the voice tract.

Analysis of the effect of changing the length of the
speech-forming tract on the parameters of the voice showed
that a decrease in the length of the speech-forming tract
leads to a substantial increase in the frequencies of the
formants. This explains the presence of higher frequen-
cies formant in the female voice compared to the male.

There are methods of estimating the formant frequencies
on the basis of estimates of the coefficients of autoregres-
sion, cepstral signs [13—15].

Estimates of the formant frequencies by the spec-
tral-band method [16, 17] for each of the blocks can be
calculated as the average effective frequencies from the
corresponding output of the bandpass filter. In Table 1
for each m-th filter the boundary frequencies f,™ and
fitm are indicated.

Tahle 1
Boundary frequencies of filters
m F/™ Hz F™ Hz
1 200 850
2 850 2200
3 2200 3000
4 3000 4000

Let’s consider features of formation of formant-band
signs. Blocks (samples) of speech are formed of the set
of samples, which are taken with or without a 2-3-fold
overlap. According to this method, the spectral-band sig-
nals corresponding to the probable arrangement of the
formants are calculated, the bands of which are given in
Table 1. The boundary frequencies f,(™, /™ correspond
to the m-th formants at a sampling frequency of 8 kHz.

In this case, the estimates of the formant frequencies
for a given sample are calculated by counting the number
of zero-intersections of the speech signal from the cor-
responding output of the bandpass filter.
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The procedure for calculating the formant can be re-
peated, but the following are used as boundary frequency

bands:

’

fm :f'<m>+A, ﬁ(m) :f'(m_A,

where [ — the formants computed at the previous stage;
A — the range limits of the search formant. The simplest
among the recurrent procedures is a two-stage one.

Studies have shown that the first and second formants
and the measure of their excesses make the greatest con-
tribution to recognition, where a linear division of classes
is possible. Fig. 4 shows the obtained experimental concen-
tration of pairs of measurements of the mean value of the
second formant frequency and the kurtosis coefficient E,
for five female (triangles) and five male voices (squares).
This allows the second formant to use linear separating
boundaries between them. From the obtained experimental
data, such linear separation is possible for the first formant
and its kurtosis coefficient, but for the third and fourth
formants it is difficult.
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Fig. 4. Concentration of pairs of measurements of the mean value
of the second formant frequency £, and the kurtosis coefficient E,
for female (triangles) and male voices (squares)

The decision-making algorithm:

4
mfy, _kO'AS_fd+2kk(mﬂ_fdpl<)+
=t

2 ‘ )
+Zk€(ESk - Esdpk)

k=1

i=sgn

where mf;, — estimate of the average value of the pitch
frequency; As — asymmetry of the pitch frequency; mf, —
estimate of the frequency value of formants; Es, — esti-
mate of the kurtosis coefficient for the frequency of the
k-th formant.

6. Research results

The tests of the above word recognition algorithms were
performed on the basis of data entered into the computer
from the microphone through the audio interface with
a sampling frequency F,=8 kHz.

Tests were conducted on real samples of audio signals
input to the computer from the microphone output.

Experimental studies of speech recognition algorithms
with a one-stage determination of the number of zeros in
the formant bands were carried out by the statistical test
method using 10-signal samples for each of the 10 dif-
ferent male and female speakers. The parameters of the

decision rule were estimated from samples, and the control
samples of real signals were used to evaluate the quality
of signal recognition.

The decision-making algorithm, taking into account
the previously considered decision rule (7), has the form:

. ffr 1 Es,
Z—Sgn(m—AS—1400—15+1 y (8)

where f;, — estimate of the average value of the pitch
frequency; As — estimate of the asymmetry of the pitch
frequency; f, — estimate of the frequency value of the
2nd formant; Es, — estimate of kurtosis for the frequency
of the 2nd formant.

The decision-making algorithm for estimating the aver-
age value and the pitch frequency asymmetry coefficient:

izsgn(f;ﬁS—As—ij. )

The decision-making algorithm for estimating the aver-
age value and the frequency kurtosis of the 2nd formant:

i=sgn Z—L—E
=S8N ST 1400 15 )

According to the results of statistical tests, an average
probability of correct recognition P, =1 was obtained for
each of the algorithms (8)—(10). Under the additional
action of additive noise of the Gaussian type white noise
and the signal-to-noise ratio ¢ =20, estimates of the mean
probabilities of correct recognition were obtained experi-
mentally P, . For the decision-making algorithm in ac-
cordance with formula (9), an estimate of the mean pro-
babilities of correct recognition is experimentally obtained
P,=0.9. For the decision-making algorithm in accordance
with the formula (8) P,=0.8, and for the algorithm, the
decision-making in accordance with the formula (7) P, =0.7.
Thus, under the influence of additive noise of the Gaussian
type, high-level white noise is rational to use the decision-
making algorithm in accordance with the formula (9),
which takes into account the features of estimates of the
mean value of the pitch frequency and the estimates of
the pitch frequency asymmetry.

The conducted studies confirm the effectiveness of the
applied algorithms.

(10)

7. SWOT analysis of research resulis

Strengths. Compared with analogues, the positive ef-
fect of the object of research in the form of constituent
elements of the recognition system is optimization of the
choice of decision-making features in order to increase the
probability of correct recognition of the speaker gender,
depending on the noise level. This includes modeling the
recognition system on a personal computer.

Weaknesses. The weaknesses of the proposed effective
parameters of the recognition system include the need
for initial capital investments in the gender recognition
system. It is also necessary to provide for the costs of
their production at the place of use. Also, the weaknesses
of the proposed solutions include their locality («point»)
with respect to the entire complex recognition system for
different languages.

;32
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Opportunities. The proposed technical solutions to im-
prove the quality of recognition helps to improve the
quality of recognition of speakers, recognition of speech
words, simplify the search in databases. This, in turn, will
significantly reduce the cost of manufacturing systems.
The expected profit is projected to be obtained in about
2-3 years, depending on the number of systems.

In the future, the use of the obtained results not only
for Russian and Ukrainian languages, but also for a number
of foreign languages is supposed.

Threats. The enterprise or the operating organization
will require initial capital investments in the technical
implementation of the recognition system. Also, the costs
of their production are needed. Negative impact on the
object of research of external factors in the form of the
external environment and other operating conditions are
due to the regulatory period of operation. It depends on the
used developments. However, this period is not less than
5 years, which is more than sufficient for self-sufficiency
of the developed organizational and technical solutions.

1. New classification features are selected, including
the joint use of estimates of the mean value of the pitch
frequency, its kurtosis coefficient, estimates of the mean
values of the formants and their asymmetry coefficients.

2. Decisive rules for making decisions about the field
of the speaker based on linear division by the weighted
sum of the estimates of the proposed classification charac-
teristics are constructed. Linear boundaries for separating
the speaker gender are due to the compact arrangement
of features for each type of speaker.

3. Based on the found performance characteristics,
comparative studies of the speaker recognition algorithms
are carried out.

Based on the results of statistical tests for the algorithm,
including an estimate of the average value of the pitch
frequency, its kurtosis coefficient, estimates of the mean
values of the formants and their asymmetry coefficients,
an estimate is obtained for the average probability of cor-
rect recognition 1. With the additional action of additive
noise of the Gaussian type, white noise and the signal-
to-noise ratio ¢=20. For such algorithm, the probability
of correct recognition is experimentally obtained — 0.8.
For the decision algorithm, which uses only estimates of
the average value of the pitch frequency and its kurtosis
coefficient, an average probability of correct recognition
is estimated — 0.9. This indicates more noise immunity
of such algorithms.

The conducted studies of recognition algorithms confirm
the possibility of obtaining an acceptable quality of re-
cognition of the speaker gender on the basis of the use of:

— estimates of the average value of the pitch frequency

and its asymmetry coefficients;

— estimates of the average frequency of the formants;

— estimates of kurtosis coefficients for formant fre-

quencies.
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