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PROPERTIES OF INTEGRALS WITH RESPECT TO FRACTIONAL
POISSON PROCESS WITH THE COMPACT KERNEL

UDC 519.21

Y. MISHURA AND V. ZUBCHENKO

Abstract. We study the properties of the fractional Poisson process with the Molchan–Golosov kernel.
The kernel can be characterized as a compact since it is non-zero on compact interval. The integral of
nonrandom function with respect to the centered and non-centered fractional Poisson processes with
the Molchan–Golosov kernel is defined. The second moments of these integrals in terms of the norm of
the integrand in L1/H([0, T ]) space are obtained. Moment estimates for the higher moments of these
integrals are established via the Bichteler–Jacod inequality.
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1. Introduction

Models based on a fractional Brownian motion are an important tool for the study of
many theoretical and applied problems. Due to the structure of its covariance function,
the fractional Brownian motion that is the process parametrized by its Hurst index,
allows to model the dependence on the past history of the process. It is known that
for Hurst parameter H > 1/2 the fractional Brownian motion has so-called long-range
dependence property, for H ∈ (0, 1/2) it is a process with short memory, and for H = 1/2
we have the standard Brownian motion.
At the same time, many natural, technical and economic phenomena are characterized

by the instantaneous change in the dynamics of the studied characteristics that cannot be
described with the help of the fractional Brownian motion. In particular, such dynamics
is typically seen in “jumps” of interest rates, exchange rates, financial indices. Models
with jumps can be described with the help of stochastic differential equations that include
Poisson measure (see, e.g., [17] and references therein). However, current dynamics of
these processes depends essentially on their past history. So construction of models
which are able to reflect effectively such features of the process is relevant. Particularly,
it is significant for estimation and forecasting of future dynamics of complex financial
instruments based on interest rates and financial indices. That’s why we are interested in
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study of the processes that can combine dependence on the past with an instant change
or “jumping” change of the dynamics.
Combining randomness with independence on the past history of the process, the

property of long memory and “jumping” change of the dynamics of characteristics under
investigation can be expressed mathematically correspondingly by the standard Brownian
motion, the fractional Brownian motion and by the Lévy processes.
Mathematical model combining dependence on the past and possibility of instanta-

neous change of characteristics can be expressed, in particular, by the fractional Poisson
process.
There are different approaches to the definition of the fractional Poisson process. In

the paper [1] several methods of the fractional Poisson process construction are proposed.
One of them is the following: it is assumed that for the fractional Poisson process Nν(t),
t > 0, its distribution pk = P{Nν(t) = k}, k ≥ 0, solves the following equation

dνpk

dtν
= −λpk + λpk−1, k ≥ 0,

where p−1(t) = 0 and pk(0) = �{k=0} and for m ∈ N

dνu(t)
dtν

=

{
1

Γ(m−ν)

∫ t

0
1

(t−s)1+ν−m
dm

dsm u(s) ds, for m− 1 < ν < m,
dm

dtm u(t), s ∈ [0, T ], for ν = m,

is the fractional derivative in the sense of Dzherbashyan–Caputo.
Another method is to replace the factorial functions in the distribution of the Poisson

process by the Gamma functions. In works [4, 5, 14] the so-called “renewal” approach is
used. In contrast to classical characterization of the usual Poisson process as a renewal
process, which is constructed as the sum of non-negative independent random variables
with exponential distribution, it is assumed that these random variables have Mittag-
Leffler distribution. One more approach to the fractional Poisson process construction is
the use of so-called “inverse subordinator” method [8].
In order to introduce our approach, we perform certain analogy with a fractional

Brownian motion, see, e.g. [10]. Besides the definition of the latter as a Gaussian process
with some covariance structure, the fractional Brownian motion can be represented as the
integral of a nonrandom kernel with respect to the standard Brownian motion. Examples
of kernels used for such representation are the Mandelbrot – van Ness with infinite support
and the compactly supported Molchan–Golosov kernel.
Using such representation, it is natural to define the fractional Poisson process as

the integral of one of such kernels with respect to the Poisson process (Lévy process).
The fractional Lévy processes was first defined using Mandelbrot – van Ness kernel in
the work [2], the theory was developed in the paper [7]. The general definition of the
fractional Lévy process by using the Molchan–Golosov kernel is given in the work [16].
In this paper we conduct further research of the fractional Poisson processes with

the Molchan–Golosov kernel. The integral of a nonrandom function with respect to the
centered and non-centered fractional Poisson processes with the Molchan–Golosov kernel
is defined. We estimate second moments of such integrals in terms of the norm of the
integrand in L1/H([0, T ]) space. Moment estimates for the higher moments of these
integrals via the Bichteler–Jacod inequality are established.

2. Main definitions

The fractional Brownian motion BH = {BH
t , t ∈ R} with Hurst index H ∈ (0, 1) is a

Gaussian process with zero mean and the covariance

E BH
t BH

s =
1
2
(|t|2H + |s|2H − |t− s|2H)

.
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In what follows we consider H ∈ (1/2, 1). In order to represent a fractional Brownian
motion via a Brownian motion we can use both the Mandelbrot – van Ness and the
Molchan–Golosov kernel.

The Mandelbrot – van Ness kernel fH(t, s) is given by

fH(t, s) = cH

(
(t− s)H−1/2+ − (−s)H−1/2+

)
, s, t ∈ R,

where

cH =
(∫ ∞

0

(
(1 + s)H−1/2 − sH−1/2

)2
ds+

1
2H

)−1/2
=
(2H sinπHΓ(2H))1/2

Γ(H + 1/2)
.

The Molchan–Golosov kernel zH(t, s) is given by

zH(t, s) =
CH

Γ(H − 1/2)
s1/2−H

∫ t

s

uH−1/2(u− s)H−3/2 du, 0 < s < t.

In the work [16] it is proved that actually cH = CH .
The dynamics of zH(t, ·) is equivalent to the dynamics of ·1/2−H in the neighborhood

of zero and to the dynamics (t − ·)H−1/2 in the neighborhood of t, see, e.g. [3]. In
particular, zH(t, ·) is locally square integrable on (0, t) for every t ∈ (0,∞). Also, for
H > 1/2 the kernel zH(t, ·) is continuous when s �= 0 and has a continuous derivative
on (0, t).
The fractional Brownian motion can be represented by integration of the nonrandom

kernel with respect to a Brownian motion, in particular:

– by integration over an infinite interval of the Mandelbrot – van Ness kernel:

(
BH

t

)
t∈R

=
(∫ t

−∞
fH(t, s) dWs

)
t∈R

– or by integration over a compact interval of the Molchan–Golosov kernel:

(
BH

t

)
t≥0 =

(∫ t

0

zH(t, s) dWs

)
t≥0

. (1)

The right-sided Riemann–Liouville fractional integral operator Iα
T−f of order α on

[0, T ] is defined as

(Iα
T−f)(s) :=

{
1

Γ(α)

∫ T

s
f(u)(u− s)α−1 du, s ∈ [0, T ], for α > 0,

f(s), s ∈ [0, T ], for α = 0,

I−α
T−f := Dα

T−f, α ∈ (0, 1),
where Dα

T−f is the right-sided Riemann–Liouville fractional derivative operator of order
α on [0, T ], which is defined as

(Dα
T−f)(s) :=

⎧⎪⎨
⎪⎩
− d

ds(I
1−α
T− f)(s), s ∈ (0, T ), for α ∈ (0, 1),

− d
dsf(s), s ∈ (0, T ), for α = 1,

f(s), s ∈ (0, T ), for α = 0.

The right-sided Riemann–Liouville fractional integral operator of order α on R is de-
fined as

(Iα
−f)(s) :=

{
1

Γ(α)

∫∞
s

f(u)(u− s)α−1du, s ∈ R, for α > 0,

f(s), s ∈ R, for α = 0.

I−α
− f := Dα

−f, α ∈ (0, 1),
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where Dα
−f is the right-sided Riemann–Liouville fractional derivative operator of order α

on R:

(Dα
−f)(s) :=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
− d

ds

(
I1−α
− f

)
(s) = − 1

Γ(1−α)
d
ds

∫∞
s

f(u)(u− s)−α du,

s ∈ R, for α ∈ (0, 1),
− d

dsf(s), s ∈ R, for α = 1,
f(s), s ∈ R, for α = 0.

The centered fractional Poisson process with the Mandelbrot – van Ness
kernel. Investigation of a fractional Poisson process with the Mandelbrot – van Ness
kernel and the integral with respect to this process is carried out in the work [7]. Below
we give an overview of the main results.

Definition 2.1. Two-sided centered Poisson process (λ̃t)t∈R is defined as follows: λ̃t =
λ̃
(1)
t , if t ≥ 0 and λ̃t = −λ̃

(2)
(−t)− := − limε→0+ λ̃

(2)
(−t−ε), if t < 0, where λ̃(1) and λ̃(2) are

independent and identically distributed centered Poisson processes.

Definition 2.2. Let (λ̃t)t∈R be a two-sided Poisson process on R, fH(t, s) is the Man-
delbrot – van Ness kernel. For H ∈ (1/2, 1) a stochastic process

Xt =
∫ t

−∞
fH(t, s) dλ̃s,

is called a fractional Poisson process with the Mandelbrot – van Ness kernel. This integral
exists in L2-sense (as the limit in L2 of integrals of a sequence of approximating fH(t, s)
step functions; the limit does not depend on the choice of the sequence of approximating
functions).

The fractional Poisson process Xt can be represented as follows:

Xt =
∫

R

(
I

H−1/2
− �(0,t)

)
(s) dλ̃s,

where I− is the right-sided Riemann-Liouville fractional integral operator on R.
Define the space H as the completion of L1(R) ∩ L2(R) with respect to the norm

‖g‖H :=
(

λ

∫
R

(
I

H−1/2
− f

)2
(s) ds

)1/2

.

It is known from [7] that for the functions f ∈ L1(R) ∩ L2(R)∫
R

(
I

H−1/2
− f

)2
(s) ds < ∞.

Let φ : R → R be a simple function:

φ(s) =
n−1∑
i=1

ai�[si,si+1)(s),

where ai ∈ R, i = 1, . . . , n and −∞ < s1 < s2 < . . . < sn < ∞. Notice that simple
functions belong to the space H.
The integral with respect to the fractional Poisson process with the Mandelbrot – van

Ness kernel is defined for simple functions at first. Let φ be a simple function. Then∫
R

φ(s) dXs =
∫

R

(
I

H−1/2
− φ

)
dλ̃s.

Also from [7] we have the following L2-isometry:

E

(∫
R

φ(s) dXs

)2

= E

(∫
R

(
I

H−1/2
− φ

)
dλ̃s

)2

= λ

∫
R

(
I

H−1/2
− φ

)2
(s) ds = ‖φ‖2H.
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We can extend the definition of the integral with respect to the fractional Poisson process
for the class of functions f ∈ H. Namely,∫

R

f(s) dXs =
∫

R

(
I

H−1/2
− f

)
(s) dλ̃s

with equality in L2-sense.
The noncentered fractional Poisson process Yt with the Molchan–Golosov kernel is

defined as follows:

Yt =
∫ t

0

zH(t, s) dλs,

where λs is the simple Poisson process with intensity λ, zH(t, s) is the Molchan–Golosov
kernel, and the integral exists in the pathwise sense due to step structure of the Poisson
process and smooth properties of zH(t, s), mentioned above.

The centered fractional Poisson process Ỹt with the Molchan–Golosov kernel is defined
as follows:

Ỹt =
∫ t

0

zH(t, s) dλ̃s,

where λ̃s = λs − λs is the centered Poisson process. Ỹt is defined as the integral with
respect to the square integrable martingale. So the centered fractional Poisson process
exists as the integral in L2 sense.
Later on we shall consider both integrals with respect to the non-centered and centered

fractional Poisson process.

3. Distribution characteristics of the fractional Poisson process with

the Molchan–Golosov kernel

Using well-known formulas for the integrals with respect to the Poisson process, we
obtain the following first and second noncentral moments for the noncentered fractional
Poisson process with the Molchan–Golosov kernel:

m1 = λ

∫ t

0

zH(t, s) ds = λCH

∫ t

0

uH−1/2
∫ u

0

s1/2−H(u− s)H−3/2 ds du

= λCH
π

sin (π(3/2−H))

∫ t

0

uH−1/2 du = λCH
π

sin (π(3/2−H))
tH+1/2

H + 1/2
,

(2)

m2 = λ2
(∫ t

0

zH(t, s) ds

)2

+ λ

∫ t

0

z2H(t, s) ds

= λ2
(

CH
π

sin(π(3/2−H))
1

H + 1/2

)2

t2H+1 + λt2H .

Here we have used the equality ∫ t

0

z2H(t, s) ds = t2H

that follows from the representation (1) of the fractional Brownian motion and the form
of its covariance function.
We know that the fractional Brownian motion has stationary increments. Now we

investigate whether the property of stationarity of increments holds for the fractional
Poisson process with the Molchan–Golosov kernel.

Lemma 3.1. Both for centered and noncentered fractional Poisson process with the
Molchan–Golosov kernel the property of stationarity of increments in general does not
hold.
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Proof. Consider the noncentered process, for the centered one the proof is similar. We
investigate whether the characteristic function of the fractional Poisson process

E exp{iuYt}, u ∈ R, 0 < t < ∞,

and that of its increment

E exp{iu(Yt+t1 − Yt1)}, u ∈ R, 0 < t, t1 <∞,

are equal.
We use propositions 2.4, 2.6 [13] and results by [7]. Thus if some process Z allows

the representation Zt =
∫

R
f(t, s) dLs, where L is Lévy process with characteristic triplet

(0, 0, ν) without Gaussian component, such that EL1 = 0, EL21 < ∞, then

E(exp(iuZt)) = exp
(∫

R

∫
R

(
eif(t,s)ux − 1− if(t, s)ux

)
ν(dx) ds

)
.

Therefore for fractional Poisson process Yt with the Molchan–Golosov kernel we obtain
the following characteristic function:

E exp[iuYt] = exp
{∫

R

λ
(
exp{iuzH(t, s)�[0,t](s)} − 1

)
ds

}
. (3)

Further,

Yt+t1 − Yt1 =
∫ t+t1

0

zH(t+ t1, s) dλs −
∫ t1

0

zH(t1, s) dλs

=
∫ t+t1

0

(zH(t+ t1, s)− zH(t1, s)) dλs,

where in the last equality we use that according to definition we have zH(t, s) = 0 if
condition 0 < s < t does not hold. So

E exp{iu(Yt+t1 − Yt1)}

= exp
{∫

R

λ
(
exp{iu(zH(t+ t1, s)− zH(t1, s))�[0,t+t1](s)} − 1

)
ds

}
.

(4)

We compare (3) and (4). It is sufficient to compare

zH(t, s) · �[0,t](s) = cHs1/2−H

∫ t

s

uH−1/2(u − s)H−3/2 du · �[0,t](s), (5)

and
(zH(t+ t1, s)− zH(t1, s)) · �[0,t+t1](s)

= cHs1/2−H

∫ t+t1

t1

uH−1/2(u− s)H−3/2 du · �[0,t+t1](s).
(6)

As (5) and (6) are not equal, for the noncentered fractional Poisson process with the
Molchan–Golosov kernel the property of stationarity of increments in general does not
hold. �

4. Integral with respect to the fractional Poisson process with the

Molchan–Golosov kernel and estimate of its second moment in terms

of the norm of the integrand in L1/H([0, T ]) space

Consider the noncentered fractional Poisson process Yt with the Molchan–Golosov
kernel. Let a function f be defined on [0, T ], H ∈ (12 , 1). Define the following operator:(

KH
T f

)
(s) = CHs1/2−H

(
I

H−1/2
T− (·)H−1/2f

)
(s), s ∈ (0, T ),

where I
H−1/2
T− is the right-sided Riemann–Liouville fractional operator defined in Sec-

tion 2.
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Introduce the spaces

L2H,Pois([0, T ]) = {f : [0, T ]→ R | KH
T f ∈ L2([0, T ])}

with the norm
‖f‖L2

H,Pois([0,T ])
=

∥∥KH
T f

∥∥
L2([0,T ])

,

and
L̃2H,Pois([0, T ])

=
{

f ∈ L2H,Pois([0, T ]) and (·)H−1/2f(·) ∈ Lp([0, T ]) for some p >
1

H − 1/2

}
with the same norm.
Define for f ∈ L2H,Pois([0, T ]) the integral with respect to the fractional Poisson

processes in the following way:∫ T

0

f(s) dYs =
∫ T

0

(
KH

T f
)
(s) dλs (7)

and ∫ T

0

f(s) dỸs =
∫ T

0

(
KH

T f
)
(s) dλ̃s. (8)

Thus, we have the analogy with the construction of the integral with respect to the
fractional Brownian motion. Note that from (2)

Ỹt =
∫ t

0

zH(t, s) dλ̃s = Yt − λ

∫ t

0

zH(t, s) ds = Yt − EYt,

and ∫ T

0

f(s) dỸs :=
∫ T

0

f(s) dYs −
∫ T

0

f(s) d(EYs),

where both integrals exist in L2-sense.

Lemma 4.1. 1. For f ∈ L2H,Pois([0, T ]) both integrals (7) and (8) exist in L2 sense.
2. For f ∈ L̃2H,Pois([0, T ]) integral (7) exists in the pathwise sense.

Proof. 1. Consider the noncentered case, the centered one is considered similarly. It
holds [11] that (KH

T �[0,t))(s) = zH(t, s). Using properties of integrals with respect to the
Poisson process for step functions we have:

E

(∫ T

0

(
KH

T f
)
(s) dλs

)2

= λ2

(∫ T

0

(KH
T f)(s) ds

)2

+ λ

∫ T

0

(
KH

T f
)2
(s) ds

≤ (λ2T + λ)‖f‖2L2
H,Pois([0,T ])

,

E

(∫ T

0

(KH
T f)(s)dλ̃s

)2

= λ

∫ T

0

(
KH

T f
)2
(s) ds = λ‖f‖2L2

H,Pois([0,T ])
,

(9)

where λ is the intensity of the Poisson process. Note that according to [12] step func-
tions are dense in L2H,Pois([0, T ]). Therefore, we can approximate the function f ∈
L2H,Pois([0, T ]) by step functions fn in L2H,Pois([0, T ]) and to define the integral of the
function f with respect to the fractional Poisson process using as follows:∫ T

0

f(s) dYs = lim
n→∞

∫ T

0

fn(s) dYs — convergence in L2(P).

2. Consider the integrand of the right side of equality (7):(
KH

T f
)
(s) = CHs1/2−H

(
I

H−1/2
T− ·H−1/2 f

)
(s).
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Functions belonging to the space L̃2H,Pois([0, T ]) satisfies the conditions of the Theo-

rem 3.6 [15]. According to it the function
(
I

H−1/2
T− ·H−1/2 f

)
(s) is Hölder of orderH− 1

2− 1
p

on (0, T ).
In the right side of equality (7) the integration is with respect to the Poisson process,

which is a process of bounded variation on [0, T ]. Also, according to the properties of the
Poisson process a.s. there exists such ε(ω) > 0, that λs = 0 for all s ∈ [0, ε(ω)]. Thus, on
(ε(ω), T ) a.s. we have the continuous function, that can be integrated with respect to the
process of bounded variation. Therefore, integral (7) exists in the pathwise sense. �

Remark 4.1. To estimate the second moment of the integral with respect to the fractional
Poisson process with the Molchan–Golosov kernel we need to estimate

∫ T

0 (K
H
T f)2(s) ds.

It can be done similarly to the fractional Brownian motion case [9] with the help of (9).
Denote α = H − 1

2 . Then

E

(∫ T

0

f(s) dYs

)2

= E

(∫ T

0

(
KH

T f
)
(s) dλs

)2

≤ (
λ2T + λ

) ∫ T

0

(
KH

T f
)2
(s) ds

= C

∫ T

0

s−2α
(∫ T

s

f(u)uα(u− s)α−1 du

)2

ds

≤ CB(1 − 2α, α)
∫ T

0

∫ T

0

f(u)f(v)|u− v|2α−1 du dv

≤ C‖f‖2L1/H([0,T ])
.

5. Estimate of higher moments of integral with respect to the

fractional Poisson process with the Molchan–Golosov kernel

Let f ∈ L2H,Pois([0, T ]). Recall that∫ T

0

f(s) dYs =
∫ T

0

(
KH

T f
)
(s) dλs =

∫ T

0

(
KH

T f
)
(s) dλ̃s +

∫ T

0

(
KH

T f
)
(s)λds, (10)

and the first integral in the right-hand side of (10) exists as the integral with respect to
the square-integrable martingale λ̃s = λs − λs.
Now we are in the position to establish moment inequalities for integral with respect

to the noncentered fractional Poisson process with the Molchan–Golosov kernel. For the
centered process the similar bounds hold with obvious modification.

Theorem 5.1. Let f ∈ L̃2H,Pois([0, T ]), H ∈ (12 , 1). Then for any k such that 0 < k <
1

2H−1 there exists the constant Ck = C(H, k), such that for any T > 0

E

∣∣∣∣∣
∫ T

0

f(s) dYs

∣∣∣∣∣
2k

≤ Ck

∥∥KH
T f

∥∥2k
L2k

[0,T ]
+ Ckλ2k

(∫ T

0

uH−1/2|f(u)| du

)2k

.

Proof. We consider moments of the order 2k:

E

∣∣∣∣∣
∫ T

0

f(s) dYs

∣∣∣∣∣
2k

= E

(∣∣∣∣∣
∫ T

0

(
KH

T f
)
(s) dλ̃s +

∫ T

0

(
KH

T f
)
(s)λds

∣∣∣∣∣
)2k

≤ 22k E

(∣∣∣∣∣
∫ T

0

(
KH

T f
)
(s) dλ̃s

∣∣∣∣∣
)2k

+ 22k
(∫ T

0

|(KH
T f)(s)|λds

)2k

:= I1 + I2.
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To bound the first integral, we use the Bichteler–Jacod inequality (see, e.g., [6]):

I1 ≤ C

∫ T

0

((
KH

T f
)2k

λ+
((

KH
T f

)2
(s)λ

)k
)

ds ≤ Ck

∫ T

0

(
KH

T f
)2k

(s) ds

= Ck‖KH
T f‖2kL2k

[0,T ]
.

Establish whether the last integral exists:

Ĩ1 :=
∫ T

0

(
KH

T f
)2k

(s) ds = C2k
H

∫ T

0

s(1/2−H)2k
(
I

H−1/2
T− ·H−1/2 f

)2k
(s) ds.

Remind that according to the definition of the space L̃2H,Pois([0, T ]) there exists some
p > 1

H−1/2 : (·)H−1/2f(·) ∈ Lp([0, T ]. So the same way as in the proof of the Lemma 4.1

we can establish that the function
(
I

H−1/2
T− ·H−1/2 f

)
(s) is Hölder of order H − 1

2 − 1
p on

(0, T ). Thus Ĩ1 is finite if and only if∫ T

0

s(1/2−H)2k ds < ∞,

and due to the condition k < 1
2H−1 the integral Ĩ1 is finite.

For estimation of I2 we use the equality∫ T

0

(
KH

T f
)
(s) ds = CH

∫ T

0

s1/2−H

∫ T

s

uH−1/2f(u)(u− s)H−3/2 du ds

= CH

∫ T

0

uH−1/2f(u)
∫ u

0

s1/2−H(u − s)H−3/2 ds du

= CH
π

sin(π(3/2−H))

∫ T

0

uH−1/2f(u) du.

Therefore ∫ T

0

∣∣(KH
T f

)
(s)

∣∣ ds ≤ CH

∫ T

0

uH−1/2|f(u)| du,

and

I2 ≤ Ckλ2k

(∫ T

0

uH−1/2|f(u)| du

)2k

. �
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Lévy motions, Bernoulli 8 (2002), 97–115.

3. C. Jost, Transformation formulas for fractional Brownian motion, Stochastic Processes and

their Applications 116 (2006), 1341–1357.
4. F. Mainardi, R. Gorenflo, and E. Scalas, A fractional generalization of the Poisson processes,

Vietnam J. Math. 32 (2004), 53–64.
5. F. Mainardi, R. Gorenflo, and A. Vivoli, Renewal processes of Mittag–Leffler and Wright type,

Fract. Calc. Appl. Anal. 8 (2005), no. 1, 7–38.
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