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#### Abstract

We study a stochastic differential equation, the diffusion coefficient of which is a function of some adapted stochastic process. The various conditions for the existence and uniqueness of weak and strong solutions are presented. The drift parameter estimation in this model is investigated, and the strong consistency of the least squares and maximum likelihood estimators is proved. As an example, the Ornstein-Uhlenbeck model with stochastic volatility is considered. Key words and phrases. Stochastic differential equation, weak and strong solutions, stochastic volatility, drift parameter estimation, maximum likelihood estimator, strong consistency.


## 1. Introduction

In this article we investigate the stochastic differential equation of the form

$$
X_{t}=X_{0}+\theta a\left(t, X_{t}\right) d t+\sigma\left(t, X_{t}, Y_{t}\right) d W_{t}, \quad t \in[0, T]
$$

where $W$ is a Wiener process, $Y$ is some additional stochastic process, and $\theta$ is an unknown drift parameter. The models of such type are known in mathematical finance since the late eighties, see [8]. Later the various models with stochastic volatility were proposed and studied by Stein and Stein [15], Heston [7] and Fouque et al. [5, 6] among others. For the recent results on this topic we refer to [9, 10], and the references cited therein. The problem of the parameter estimation in stochastic volatility models was considered in [1].

The case when the coefficient $\sigma$ is a product of the form $\sigma_{1}\left(t, X_{t}\right) \sigma_{2}\left(t, Y_{t}\right)$ was studied in details in [3] where the existence-uniqueness theorems for weak and strong solutions under various assumptions were proved, and the maximum likelihood estimator (MLE) was constructed and investigated. Here we obtain similar results for the case of a general diffusion coefficient $\sigma\left(t, X_{t}, Y_{t}\right)$. Moreover, we also propose the least squares estimator (LSE) for $\theta$. Unlike the MLE, this estimator does not depend on the process $Y$. This is its crucial advantage, since in the financial applications the volatility process usually is not observed. As an example, we study the Ornstein-Uhlenbeck process with stochastic volatility and establish the strong consistency of both estimators for it.

The paper is organized as follows. In Section 2 we discuss the existence and uniqueness of weak and strong solutions. The drift parameter estimation is studied in Section 3. Section 4 is devoted to numerics. Some auxiliary results are proved in Section 5.
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## 2. Existence and uniqueness Results

Let $\left(\Omega, \mathfrak{F},\left\{\mathfrak{F}_{t}\right\}_{t \geq 0}, \mathrm{P}\right)$ be a complete probability space with filtration satisfying the standard assumptions. Let us consider the stochastic differential equation

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} a\left(s, X_{s}\right) d s+\int_{0}^{t} \sigma\left(s, X_{s}, Y_{s}\right) d W_{s}, \quad t \in[0, T] \tag{1}
\end{equation*}
$$

where $X_{0} \in \mathbb{R}$ is a constant, $a:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ and $\sigma:[0, T] \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ are non-random functions, $W=\left\{W_{t}, \mathfrak{F}_{t}, t \in[0, T]\right\}$ is a standard Wiener process, $Y=\left\{Y_{t}, \mathfrak{F}_{t}, t \in[0, T]\right\}$ is some stochastic process.

In this section we consider the existence and uniqueness of weak and strong solutions for the equation (1), adapting the approaches of Skorokhod [14], Stroock and Varadhan $[16,17]$, Yamada and Watanabe [18], and the standard Lipschitz conditions. Most of the results of this section can be proved similarly to the corresponding theorems of [3], so we omit their proofs.
2.1. Existence of weak solutions in terms of the Skorokhod conditions. The proof of the following result follows the scheme from $[14, \mathrm{Ch} .3, \S 3]$ and is similar to $[3$, Th. 1].

Theorem 2.1. Let $Y=\left\{Y_{t}, \mathfrak{F}_{t}, t \in[0, T]\right\}$ be a stochastically continuous stochastic process, i.e.,

$$
\lim _{h \rightarrow 0} \sup _{\left|t_{1}-t_{2}\right| \leq h} \mathrm{P}\left(\left|Y_{t_{1}}-Y_{t_{2}}\right|>\varepsilon\right)=0
$$

Assume that the coefficients $a(t, x)$ and $\sigma(t, x, y)$ satisfy the following assumptions:
(i) $a(t, x)$ and $\sigma(t, x, y)$ are jointly continuous with respect to $t \in[0, T]$ and $x, y \in \mathbb{R}$,
(ii) there exists a constant $K>0$ such that

$$
a(t, x)^{2}+\sigma(t, x, y)^{2} \leq K\left(1+x^{2}\right)
$$

$$
\text { for all } x, y \in \mathbb{R} \text {. }
$$

Then the equation (1) has a weak solution.
2.2. Existence and uniqueness of weak solution in terms of Stroock-Varadhan conditions. In this approach we assume additionally that the process $Y$ is also a solution of some diffusion stochastic differential equation. Let $W^{1}$ and $W^{2}$ be two Wiener processes, possibly correlated, so that $d W_{t}^{1} W_{t}^{2}=\rho d t$ for some $|\rho| \leq 1$. In this case we can present $W_{t}^{2}=\rho W_{t}^{1}+\sqrt{1-\rho^{2}} W_{t}^{3}$, where $W^{3}$ is a Wiener process independent of $W^{1}$.

Theorem 2.2. Consider the system of stochastic differential equations

$$
\left\{\begin{align*}
d X_{t} & =a\left(t, X_{t}\right) d t+\sigma\left(t, X_{t}, Y_{t}\right) d W_{t}^{1}  \tag{2}\\
d Y_{t} & =\alpha\left(t, Y_{t}\right) d t+\beta\left(t, Y_{t}\right) d W_{t}^{2}
\end{align*}\right.
$$

where all coefficients $a, \sigma, \alpha$ and $\beta$ are non-random measurable and bounded functions, $\sigma$ and $\beta$ are continuous in all arguments. Let $|\rho|<1, \beta(t, y)>0, \sigma(t, x, y)>0$ for all $t, x, y$. Then the weak existence and uniqueness in law hold for system (2)-(3), and in particular, the weak existence and uniqueness in law hold for equation (2) with $Y$ being a weak solution of equation (3).

Proof. Equations (2) and (3) are equivalent to the two-dimensional stochastic differential equation:

$$
d Z(t)=A\left(t, Z_{t}\right) d t+B\left(t, Z_{t}\right) d W(t)
$$

where $Z(t)=\binom{X(t)}{Y(t)}, W(t)=\binom{W^{1}(t)}{W^{3}(t)}$ is a two dimensional Wiener process,

$$
A(t, x, y)=\binom{a(t, x)}{\alpha(t, y)}, \quad B(t, x, y)=\left(\begin{array}{cc}
\sigma(t, x, y) & 0 \\
\rho \beta(t, y) & \sqrt{1-\rho^{2}} \beta(t, y)
\end{array}\right)
$$

It follows from measurability and boundedness of $a$ and $\alpha$ and continuity and boundedness of $\sigma$ and $\beta$ that coefficients of matrices $A$ and $B$ are non-random, measurable and bounded, and additionally coefficients of $B$ are continuous in all arguments. Then we can apply [16, Th. 4.2 and Th. 5.6], see also in [4, Prop. 1.14], and deduce that we have to prove the following relation: for any $(t, x, y) \in \mathbb{R}^{+} \times \mathbb{R}^{2}$ there exists $\varepsilon(t, x, y)>0$ such that for all $\lambda \in \mathbb{R}^{2}$

$$
\begin{equation*}
\|B(t, x, y) \lambda\| \geq \varepsilon(t, x, y)\|\lambda\| \tag{4}
\end{equation*}
$$

Relation (4) is equivalent to the following one (we omit arguments):

$$
\sigma^{2} \lambda_{1}^{2}+\beta^{2}\left(\rho \lambda_{1}+\sqrt{1-\rho^{2}} \lambda_{2}\right)^{2} \geq \varepsilon^{2}\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)
$$

or

$$
\begin{equation*}
\left(\sigma^{2}+\beta^{2} \rho^{2}\right) \lambda_{1}^{2}+\beta^{2}\left(1-\rho^{2}\right) \lambda_{2}^{2}+2 \rho \sqrt{1-\rho^{2}} \beta^{2} \lambda_{1} \lambda_{2} \geq \varepsilon^{2}\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right) \tag{5}
\end{equation*}
$$

The quadratic form

$$
Q\left(\lambda_{1}, \lambda_{2}\right)=\left(\sigma^{2}+\beta^{2} \rho^{2}\right) \lambda_{1}^{2}+\beta^{2}\left(1-\rho^{2}\right) \lambda_{2}^{2}+2 \rho \sqrt{1-\rho^{2}} \beta^{2} \lambda_{1} \lambda_{2}
$$

in the left-hand side of (5) is positive definite, since its discriminant

$$
D=\rho^{2}\left(1-\rho^{2}\right) \beta^{4}-\beta^{2}\left(1-\rho^{2}\right)\left(\sigma^{2}+\beta^{2} \rho^{2}\right)=-\beta^{2}\left(1-\rho^{2}\right) \sigma^{2}<0
$$

The continuity of $Q\left(\lambda_{1}, \lambda_{2}\right)$ implies the existence of $\min _{\lambda_{1}^{2}+\lambda_{2}^{2}=1} Q\left(\lambda_{1}, \lambda_{2}\right)>0$. Then putting $\varepsilon=\min _{\lambda_{1}^{2}+\lambda_{2}^{2}=1} Q\left(\lambda_{1}, \lambda_{2}\right)$ and using homogeneity, we get (5).

### 2.3. Existence and uniqueness of strong solution in terms of Yamada-Wata-

 nabe conditions. Now we consider strong existence-uniqueness conditions for equation (1), adapting the Yamada-Watanabe conditions for inhomogeneous coefficients from [2].Theorem 2.3. Let $a$ and $\sigma$ be non-random measurable and bounded functions such that
(i) there exist a positive increasing function $\rho(u), u \in(0, \infty)$ satisfying $\rho(0)=0$, and a positive measurable bounded function $\psi$ such that

$$
\left|\sigma\left(t, x_{1}, y\right)-\sigma\left(t, x_{2}, y\right)\right| \leq \psi(y) \rho\left(\left|x_{1}-x_{2}\right|\right)
$$

for all $t \geq 0, x_{1}, x_{2}, y \in \mathbb{R}$ and $\int_{0}^{\infty} \rho^{-2}(u) d u=+\infty$;
(ii) there exists a positive increasing concave function $k(u), u \in(0, \infty)$ satisfying $k(0)=0$ such that

$$
|a(t, x)-a(t, y)| \leq k(|x-y|)
$$

for all $t \geq 0, x, y \in \mathbb{R}$ and $\int_{0}^{\infty} k^{-1}(u) d u=+\infty$.
Also, let $Y$ be an adapted continuous stochastic process. Then the pathwise uniqueness of solution holds for the equation (1) and hence it has the unique strong solution.

### 2.4. Existence and uniqueness of strong solution in terms of Lipschitz conditions.

Theorem 2.4. Let a and $\sigma$ be non-random measurable functions and let $Y$ be an adapted continuous stochastic process. Consider the following assumptions:
(i) there exists $K>0$ such that for all $t \geq 0, x \in \mathbb{R}, y \in \mathbb{R}$

$$
|\sigma(t, x, y)|^{2}+|a(t, x)|^{2} \leq K^{2}\left(1+|x|^{2}\right)
$$

(ii) for any $N \in \mathbb{N}$ there exist $K_{N}>0$ and $C_{N}>0$ such that for all $t \geq 0$ and for all $\left(x_{1}, x_{2}, y\right)$ satisfying $\left|x_{1}\right| \leq N,\left|x_{2}\right| \leq N$ and $|y| \leq N$,

$$
\left|a\left(t, x_{1}\right)-a\left(t, x_{2}\right)\right| \leq K_{N}\left|x_{1}-x_{2}\right|
$$

and

$$
\left|\sigma\left(t, x_{1}, y\right)-\sigma\left(t, x_{2}, y\right)\right| \leq K_{N} \varphi(t, y)\left|x_{1}-x_{2}\right|
$$

where $\varphi$ is a positive and measurable function such that

$$
\sup _{s \geq 0} \sup _{|x| \leq N}|\varphi(s, x)| \leq C_{N}
$$

Then the equation (1) has a unique strong solution.
This result can be proved by using the successive approximation method, see, e. g., [13, Th. 1.2].

## 3. Drift parameter estimation

Let $(\Omega, \mathfrak{F}, \overline{\mathfrak{F}}, \mathrm{P})$ be a complete probability space with filtration $\overline{\mathfrak{F}}=\left\{\mathfrak{F}_{t}, t \geq 0\right\}$ satisfying the standard assumptions. It is assumed that all processes under consideration are adapted to the filtration $\overline{\mathfrak{F}}$. Consider a parametrized version of the equation (1)

$$
\begin{equation*}
X_{t}=X_{0}+\theta \int_{0}^{t} a\left(s, X_{s}\right) d s+\int_{0}^{t} \sigma\left(s, X_{s}, Y_{s}\right) d W_{s}, \quad t \in[0, T] \tag{6}
\end{equation*}
$$

where $W$ is a Wiener process. Assume that the equation (1) has a unique strong solution $X=\left\{X_{t}, t \in[0, T]\right\}$. Our main problem is to estimate the unknown parameter $\theta$ by the continuous observations of $X$ and $Y$.
3.1. Least squares estimation. Assume that

$$
\begin{gather*}
\mathrm{E} \int_{0}^{t} a^{2}\left(s, X_{s}\right) d s<\infty  \tag{7}\\
\int_{0}^{\infty} a^{2}\left(s, X_{s}\right) d s=\infty \quad \text { almost surely }  \tag{8}\\
\left|\sigma\left(t, X_{t}, Y_{t}\right)\right| \leq C \quad \text { almost surely } \tag{9}
\end{gather*}
$$

for all $t>0$ and for some constant $C>0$. Consider the following least squares estimator

$$
\tilde{\theta}_{T}=\frac{\int_{0}^{T} a\left(t, X_{t}\right) d X_{t}}{\int_{0}^{T} a^{2}\left(t, X_{t}\right) d t}
$$

Theorem 3.1. Under the assumptions (7)-(9), the estimator $\tilde{\theta}_{T}$ is strongly consistent, as $T \rightarrow \infty$.

Proof. Using (6), the estimator $\tilde{\theta}_{T}$ can be written as

$$
\tilde{\theta}_{T}=\theta+\frac{Z_{T}}{L_{T}}
$$

where

$$
Z_{T}=\int_{0}^{T} a\left(t, X_{t}\right) \sigma\left(t, X_{t}, Y_{t}\right) d W_{t}, \quad L_{T}=\int_{0}^{T} a^{2}\left(t, X_{t}\right) d t
$$

Under assumptions (7)-(9) the process $Z_{t}$ is a square-integrable martingale with quadratic variation $\langle Z\rangle_{t}=\int_{0}^{t} a^{2}\left(s, X_{s}\right) \sigma^{2}\left(s, X_{s}, Y_{s}\right) d s$, and $L_{t}$ is an increasing process such that $L_{0}=0$, and $L_{\infty}=\infty$ almost surely. According to the strong law of large numbers for martingales [12, Ch. $2, \S 6$, Th. 10], in order to prove the almost sure convergence
$Z_{T} / L_{T} \rightarrow 0$, it suffices to verify that $\int_{0}^{\infty} \frac{d\langle Z\rangle_{t}}{\left(1+L_{t}\right)^{2}}<\infty$. This condition is satisfied, because

$$
\int_{0}^{\infty} \frac{d\langle Z\rangle_{t}}{\left(1+L_{t}\right)^{2}}=\int_{0}^{\infty} \frac{a^{2}\left(t, X_{t}\right) \sigma^{2}\left(t, X_{t}, Y_{t}\right)}{\left(1+L_{t}\right)^{2}} d t \leq C^{2} \int_{0}^{\infty} \frac{d L_{t}}{\left(1+L_{t}\right)^{2}}=C^{2}
$$

3.2. Maximum likelihood estimation. Denote

$$
f(t, x, y)=\frac{a(t, x)}{\sigma^{2}(t, x, y)}, \quad g(t, x, y)=\frac{a(t, x)}{\sigma(t, x, y)} .
$$

Assume that for all $t>0$

$$
\begin{gather*}
\sigma\left(t, X_{t}, Y_{t}\right) \neq 0 \quad \text { almost surely }  \tag{10}\\
\mathrm{E} \int_{0}^{t} g^{2}\left(s, X_{s}, Y_{s}\right) d s<\infty  \tag{11}\\
\int_{0}^{\infty} g^{2}\left(s, X_{s}, Y_{s}\right) d s=\infty \quad \text { almost surely. } \tag{12}
\end{gather*}
$$

Then a likelihood function for equation (1) has a form

$$
\frac{d \mathrm{P}_{\theta}(T)}{d \mathrm{P}_{0}(T)}=\exp \left\{\theta \int_{0}^{T} f\left(t, X_{t}, Y_{t}\right) d X_{t}-\frac{\theta^{2}}{2} \int_{0}^{T} g^{2}\left(t, X_{t}, Y_{t}\right) d t\right\}
$$

see [11, Ch. 7]. Hence, the maximum likelihood estimator of parameter $\theta$ constructed by the observations of $X$ and $Y$ on the interval $[0, T]$ has a form

$$
\begin{equation*}
\hat{\theta}_{T}=\frac{\int_{0}^{T} f\left(t, X_{t}, Y_{t}\right) d X_{t}}{\int_{0}^{T} g^{2}\left(t, X_{t}, Y_{t}\right) d t}=\theta+\frac{\int_{0}^{T} g\left(t, X_{t}, Y_{t}\right) d W_{t}}{\int_{0}^{T} g^{2}\left(t, X_{t}, Y_{t}\right) d t} . \tag{13}
\end{equation*}
$$

Theorem 3.2. Under the assumptions (10)-(12), the estimator $\hat{\theta}_{T}$ is strongly consistent, as $T \rightarrow \infty$.

Proof. Note that under condition (11) the process $M_{t}=\int_{0}^{t} g\left(s, X_{s}, Y_{s}\right) d W_{s}$ is a squareintegrable martingale with quadratic variation $\langle M\rangle_{t}=\int_{0}^{t} g^{2}\left(s, X_{s}, Y_{s}\right) d s$. According to [12, Ch. 2, § 6, Th. 10, Cor. 1], under condition $\langle M\rangle_{T} \rightarrow \infty$ almost surely, as $T \rightarrow \infty$, we have that $\frac{M_{T}}{\langle M\rangle_{T}} \rightarrow 0$ almost surely, as $T \rightarrow \infty$. Therefore, it follows from representation (13) that $\hat{\theta}_{T}$ is strongly consistent.
3.3. Drift parameter estimation for the Ornstein-Uhlenbeck process with stochastic volatility. As an example let us consider the following model:

$$
\begin{equation*}
X_{t}=X_{0}+\theta \int_{0}^{t} X_{s} d s+\int_{0}^{t} \sigma\left(Y_{s}\right) d W_{s}, \quad t \in[0, T] \tag{14}
\end{equation*}
$$

where the process $Y$ is independent of the Wiener process $W$, and the diffusion coefficient $\sigma(Y)$ satisfies the following condition: for all $t \geq 0, y \in \mathbb{R}$

$$
\begin{equation*}
\sigma_{1} \leq \sigma\left(Y_{s}\right) \leq \sigma_{2} \tag{15}
\end{equation*}
$$

almost surely for some positive constants $\sigma_{1}$ and $\sigma_{2}$.
By Theorem 2.4, the equation (14) has a unique strong solution. It is not hard to see that this solution is given by

$$
X_{t}=X_{0} e^{\theta t}+\int_{0}^{t} \sigma\left(Y_{s}\right) e^{\theta(t-s)} d W_{s}, \quad t \in[0, T]
$$

Note that when $\sigma$ is a constant, we obtain the well-known Ornstein-Uhlenbeck model. Therefore, we will call the process $X$ the Ornstein-Uhlenbeck process with stochastic volatility.

The LSE and MLE for $\theta$ are equal to

$$
\tilde{\theta}_{T}=\frac{\int_{0}^{T} X_{t} d X_{t}}{\int_{0}^{T} X_{t}^{2} d t}, \quad \hat{\theta}_{T}=\frac{\int_{0}^{T} f\left(X_{t}, Y_{t}\right) d X_{t}}{\int_{0}^{T} g^{2}\left(X_{t}, Y_{t}\right) d t}
$$

where $f(x, y)=x / \sigma^{2}(y), g(x, y)=x / \sigma(y)$.
Theorem 3.3. In the model (14), under the assumption (15), both estimators $\tilde{\theta}_{T}$ and $\hat{\theta}_{T}$ are strongly consistent, as $T \rightarrow \infty$.

Proof. Since $Y$ is independent of $W$, we can assume that $\mathrm{P}=\mathrm{P}_{W} \times \mathrm{P}_{Y}, \Omega=\Omega_{W} \times \Omega_{Y}$, $\omega=\left(\omega_{W}, \omega_{Y}\right), W_{t}(\omega)=W_{t}\left(\omega_{W}\right), Y_{t}(\omega)=Y_{t}\left(\omega_{Y}\right)$. Thus it is sufficient to show the strong consistency with respect to $\mathrm{P}_{W}$ for a. a. $\omega_{Y} \in \Omega_{Y}$. In other words, we can assume that $\sigma\left(Y_{t}\right)=\sigma(t)$ is deterministic. More precisely, let

$$
\begin{equation*}
X_{t}=X_{0} e^{\theta t}+\int_{0}^{t} \sigma(s) e^{\theta(t-s)} d W_{s}, \quad t \in[0, T] \tag{16}
\end{equation*}
$$

Note that under the assumption (15), the conditions (9) and (10) are satisfied. Furthermore, the conditions (7)-(8) and (11)-(12) are equivalent to

$$
\begin{gather*}
\mathrm{E} \int_{0}^{t} X_{s}^{2} d s<\infty  \tag{17}\\
\int_{0}^{\infty} X_{s}^{2} d s=\infty \quad \text { almost surely } \tag{18}
\end{gather*}
$$

Clearly, the assumption (17) is satisfied, because

$$
\begin{aligned}
\mathrm{E} \int_{0}^{t} X_{s}^{2} d s & \leq 2\left(X_{0} \int_{0}^{t} e^{\theta s} d s\right)^{2}+2 \mathrm{E}\left(\int_{0}^{t} \int_{0}^{s} \sigma(u) e^{\theta(s-u)} d W_{u} d s\right)^{2}= \\
& =\left(X_{0} \int_{0}^{t} e^{\theta s} d s\right)^{2}+2 \mathrm{E}\left(\int_{0}^{t} \int_{u}^{t} \sigma(u) e^{\theta(s-u)} d s d W_{u}\right)^{2} \leq \\
& \leq\left(X_{0} \int_{0}^{t} e^{\theta s} d s\right)^{2}+2 \sigma_{2}^{2} \int_{0}^{t}\left(\int_{u}^{t} e^{\theta(s-u)} d s\right)^{2} d u<\infty
\end{aligned}
$$

It remains to verify the assumption (18). Let us consider two cases.
Case $\theta \geq 0$. It suffices to prove that for $\lambda>0$ the Laplace transform

$$
\Psi_{t}(\lambda):=\mathrm{E} \exp \left\{-\lambda \int_{0}^{t} X_{s}^{2} d s\right\}
$$

converges to zero, as $t \rightarrow \infty$. Since

$$
\int_{0}^{t} X_{s}^{2} \geq \int_{t-1}^{t} X_{s}^{2} d s \geq\left(\int_{t-1}^{t} X_{s} d s\right)^{2}
$$

we have

$$
\Psi_{t}(\lambda) \leq \mathrm{E} \exp \left\{-\lambda\left(\int_{t-1}^{t} X_{s} d s\right)^{2}\right\}
$$

Note that $\int_{t-1}^{t} X_{s} d s$ is Gaussian. For a Gaussian random variable $\xi \sim \mathcal{N}\left(\mu, s^{2}\right)$,

$$
\mathrm{E} \exp \left\{-\lambda \xi^{2}\right\}=\left(2 \lambda s^{2}+1\right)^{-1 / 2} \exp \left\{-\frac{\lambda \mu^{2}}{2 \lambda s^{2}+1}\right\} \leq\left(2 \lambda s^{2}+1\right)^{-1 / 2}
$$

Therefore,

$$
\Psi_{t}(\lambda) \leq(2 \lambda V(t)+1)^{-1 / 2}
$$

where

$$
V(t)=\operatorname{Var}\left[\int_{t-1}^{t} X_{s} d s\right]
$$

However, by Lemma 5.1, $V(t) \rightarrow \infty$ as $t \rightarrow \infty$, whence the proof follows.
Case $\theta<0$. We will prove a stronger property than (18), namely

$$
\mathrm{P}\left(\limsup _{t \rightarrow \infty} \int_{t}^{t+1} X_{s}^{2} d s=\infty\right)=1
$$

Evidently, it suffices to prove that for all $C>0$

$$
\mathrm{P}\left(\limsup _{t \rightarrow \infty} \int_{t}^{t+1} X_{s}^{2} d s \geq C\right)=1
$$

or

$$
\mathrm{P}\left(\liminf _{t \rightarrow \infty} \int_{t}^{t+1} X_{s}^{2} d s \leq C\right)=0
$$

By the Cauchy-Schwarz inequality, $\left|\int_{t}^{t+1} X_{s} d s\right|^{2} \leq \int_{t}^{t+1} X_{s}^{2} d s$. Therefore,

$$
\begin{aligned}
\mathrm{P}\left(\liminf _{t \rightarrow \infty} \int_{t}^{t+1} X_{s}^{2} d s \leq C\right) & \leq \mathrm{P}\left(\liminf _{t \rightarrow \infty}\left|\int_{t}^{t+1} X_{s} d s\right|^{2} \leq C\right) \leq \\
& \leq \mathrm{P}\left(\bigcup_{N \in \mathbb{N}} \bigcap_{t \geq N} A_{t}\right) \leq \sum_{N \in \mathbb{N}} \mathrm{P}\left(\bigcap_{t \geq N} A_{t}\right)
\end{aligned}
$$

where $A_{t}=\left\{\left|\int_{t}^{t+1} X_{s} d s\right|^{2} \leq C+1\right\}$. Now it suffices to show that for all $N$,

$$
\begin{equation*}
\mathrm{P}\left(\bigcap_{t \geq N} A_{t}\right)=0 \tag{19}
\end{equation*}
$$

For any $k \geq 1$ and $N<N_{1}<N_{2}<\ldots<N_{k}$,

$$
\begin{aligned}
\mathrm{P}\left(\bigcap_{t \geq N} A_{t}\right) \leq & \mathrm{P}\left(A_{N}\right) \mathrm{P}\left(A_{N_{1}} \mid A_{N}\right) \mathrm{P}\left(A_{N_{2}} \mid A_{N_{1}} \cap A_{N}\right) \ldots \times \\
& \times \mathrm{P}\left(A_{N_{k}} \mid A_{N_{1}} \cap \ldots \cap A_{N_{k-1}} \cap A_{N}\right)
\end{aligned}
$$

By Lemma 5.2, $\mathrm{P}\left(A_{N}\right) \leq \delta<1$, where a constant $\delta=\delta(\theta, C)$ does not depend on $N$. Since $Z$ is a Gaussian process, the conditional distribution of $\zeta_{N_{1}}=\int_{N_{1}}^{N_{1}+1} X_{s} d s$ given $\sigma\left(X_{s}, s \leq N\right)$ is Gaussian, moreover, in view of (16) we can decompose $\zeta_{N_{1}}=\zeta_{N_{1}}^{\prime}+\zeta_{N_{1}}^{\prime \prime}$, where

$$
\zeta_{N_{1}}^{\prime}=\int_{N_{1}}^{N_{1}+1} \int_{0}^{N} \sigma(s) e^{\theta(t-s)} d W_{s} d t
$$

is $\sigma\left(X_{s}, s \leq N\right)$-measurable, and

$$
\zeta_{N_{1}}^{\prime \prime}=\int_{N_{1}}^{N_{1}+1}\left(X_{0} e^{\theta t}+\int_{N}^{t} \sigma(s) e^{\theta(t-s)} d W_{s}\right) d t
$$

is independent from $\sigma\left(X_{s}, s \leq N\right)$. Then $\zeta_{N_{1}}^{\prime} \rightarrow 0$ in probability, as $N_{1} \rightarrow \infty$, since

$$
\begin{aligned}
\mathrm{E}\left(\zeta_{N_{1}}^{\prime}\right)^{2} & =\left(\int_{N_{1}}^{N_{1}+1} e^{\theta t} d t\right)^{2} \int_{0}^{N} \sigma^{2}(s) e^{-2 \theta s} d s \leq \\
& \leq e^{2 \theta N_{1}} \frac{\left(e^{\theta t}-1\right)^{2}}{\theta^{2}} \sigma_{2}^{2} \int_{0}^{N} e^{-2 \theta s} d s \rightarrow 0
\end{aligned}
$$

as $N_{1} \rightarrow \infty$. Therefore, for any $\varepsilon>0$,

$$
\begin{aligned}
\limsup _{N_{1} \rightarrow \infty} \mathrm{P}\left(A_{N_{1}} \mid A_{N}\right) & =\limsup _{N_{1} \rightarrow \infty} \frac{\mathrm{P}\left(\zeta_{N_{1}}^{2} \leq C+1, \zeta_{N}^{2} \leq C+1\right)}{\mathrm{P}\left(\zeta_{N}^{2} \leq C+1\right)} \leq \\
& \leq \limsup _{N_{1} \rightarrow \infty} \frac{\mathrm{P}\left(\left|\zeta_{N_{1}}^{\prime}\right| \geq \varepsilon\right)+\mathrm{P}\left(\left|\zeta_{N_{1}}^{\prime \prime}\right| \leq \sqrt{C+1}+\varepsilon, \zeta_{N}^{2} \leq C+1\right)}{\mathrm{P}\left(\zeta_{N}^{2} \leq C+1\right)}= \\
& =\limsup _{N_{1} \rightarrow \infty} \mathrm{P}\left(\left|\zeta_{N_{1}}^{\prime \prime}\right| \leq \sqrt{C+1}+\varepsilon\right)
\end{aligned}
$$

Letting $\varepsilon \rightarrow 0$, we get

$$
\limsup _{N_{1} \rightarrow \infty} \mathrm{P}\left(A_{N_{1}} \mid A_{N}\right) \leq \limsup _{N_{1} \rightarrow \infty} \mathrm{P}\left(\left|\zeta_{N_{1}}^{\prime \prime}\right|^{2} \leq C+1\right)<\delta
$$

by Lemma 5.2 , since $\zeta_{N_{1}}^{\prime \prime}=\int_{N_{1}}^{N_{1}+1} X_{t}^{(N)} d t$ in terms of the notation (20). Hence there exists $N_{1}>N$ such that

$$
\mathrm{P}\left(A_{N_{1}} \mid A_{N}\right)<\frac{1+\delta}{2}
$$

Similarly, there exists $N_{2}>N_{1}$ such that

$$
\mathrm{P}\left(A_{N_{2}} \mid A_{N_{1}} \cap A_{N}\right)<\frac{1+\delta}{2}
$$

and so on. Then

$$
\mathrm{P}\left(\bigcap_{t \geq N} A_{t}\right) \leq\left(\frac{1+\delta}{2}\right)^{k}
$$

Letting $k \rightarrow \infty$, we get (19). This completes the proof.

## 4. Simulations

In this section we illustrate the quality of the estimators by simulations. Assume that the process $X$ is described by the model (6), where $Y$ is a unique strong solution of the homogeneous stochastic differential equation

$$
Y_{t}=Y_{0}+\int_{0}^{t} \alpha\left(Y_{s}\right) d s+\int_{0}^{t} \beta\left(Y_{s}\right) d \widetilde{W}_{s}, \quad t \in[0, T]
$$

$\widetilde{W}=\left\{\widetilde{W}_{t}, \mathfrak{F}_{t}, t \in[0, T]\right\}$ is a Wiener process, independent of $W$. More precisely, we consider the following four examples of $Y$ :
(1) constant coefficients: $\alpha(y)=\alpha, \beta(y)=\beta$ (we choose $\alpha=1, \beta=2$ );
(2) geometric Brownian motion: $\alpha(y)=\alpha y, \beta(y)=\beta y$ (we choose $\alpha=2, \beta=1$ );
(3) Ornstein-Uhlenbeck model: $\alpha(y)=-\alpha y, \beta(y)=\beta$ (we choose $\alpha=\beta=1$ );
(4) Cox-Ingersoll-Ross model: $\alpha(y)=\alpha_{1}\left(\alpha_{2}-y\right), \beta(y)=\beta \sqrt{y}$ (we choose $\alpha_{1}=1$, $\alpha_{2}=2, \beta=1$ ).
We simulate 100 sample paths of $X$ for each set of parameters and compute means and standard deviations of LSE and MLE. Since the influence of the initial values $X_{0}$ and $Y_{0}$ on the behavior of the estimators is quite small, we choose $X_{0}=Y_{0}=1$ everywhere.

At first, let the coefficients $a(t, x)$ and $\sigma(t, x, y)$ be bounded away from zero and infinity: $a(t, x)=2+\sin x, \sigma(t, x, y)=2+\cos (x+y)$. Evidently, in this case all assumptions of Theorems 3.1 and 3.2 are satisfied. The results of simulations for $\theta=2$ are reported in Table 1. We see that both estimators converge to the true value of $\theta$ and demonstrate quite similar asymptotic behavior. Therefore, we can conclude that LSE is preferable, since it has simpler form and does not depend on the process $Y$, which can be unobservable.

Now let us take the unbounded diffusion coefficient $\sigma(t, x, y)=1+y^{2}$ (as before, $a(t, x)=2+\sin x)$. We see from Table 2 that MLE converges to $\theta$ for all four examples of $Y$. In the case of constant $\alpha$ and $\beta$, as well as for the geometric Brownian motion, the LSE does not work. This means that the assumption (9) in Theorem 3.1 is substantial.

TABLE 1. $d X_{t}=\theta\left(2+\sin X_{t}\right) d t+\left(2+\cos \left(X_{t}+Y_{t}\right)\right) d W_{t}, \theta=2$

| $\alpha(y)$ | $\beta(y)$ | Est. | Mean / Std.dev. | $T$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | 10 | 50 | 100 | 200 |
| 1 | 2 | $\tilde{\theta}$ | Mean | 1.9870 | 1.9965 | 1.9899 | 1.9887 |
|  |  |  | Std.dev. | 0.2839 | 0.1447 | 0.1077 | 0.0813 |
|  |  | $\hat{\theta}$ | Mean | 1.9935 | 1.9919 | 1.9937 | 1.9940 |
|  |  |  | Std.dev. | 0.2538 | 0.1163 | 0.0862 | 0.0629 |
| $2 y$ | $y$ | $\tilde{\theta}$ | Mean | 2.0262 | 2.0048 | 1.9975 | 1.9908 |
|  |  |  | Std.dev. | 0.2885 | 0.1344 | 0.1015 | 0.0673 |
|  |  | $\hat{\theta}$ | Mean | 2.0141 | 1.9935 | 1.9874 | 1.9893 |
|  |  |  | Std.dev. | 0.2194 | 0.1006 | 0.0861 | 0.0562 |
| $-y$ | 1 | $\tilde{\theta}$ | Mean | 2.0164 | 1.9885 | 1.9990 | 2.0058 |
|  |  |  | Std.dev. | 0.3293 | 0.1482 | 0.1113 | 0.0836 |
|  |  | $\hat{\theta}$ | Mean | 2.0305 | 1.9951 | 2.0072 | 2.0081 |
|  |  |  | Std.dev. | 0.2649 | 0.1139 | 0.0825 | 0.0606 |
| $2-y$ | $\sqrt{y}$ | $\tilde{\theta}$ | Mean | 2.0283 | 2.0143 | 2.0094 | 2.0017 |
|  |  |  | Std.dev. | 0.3177 | 0.1427 | 0.0964 | 0.0642 |
|  |  | $\hat{\theta}$ | Mean | 2.0167 | 2.0122 | 2.0079 | 2.0042 |
|  |  |  | Std.dev. | 0.2403 | 0.1080 | 0.0771 | 0.0527 |

However, the LSE converges to the true value of the parameter for two other examples of $Y$. Moreover, in the Ornstein-Uhlenbeck model the behavior of two estimators is similar, while in the Cox-Ingersoll-Ross model the MLE clearly outperforms the LSE, since it has smaller standard deviation.

TABLE 2. $d X_{t}=\theta\left(2+\sin X_{t}\right) d t+\left(1+Y_{t}^{2}\right) d W_{t}, \theta=2$

| $\alpha(y)$ | $\beta(y)$ | Est. | Mean / Std.dev. | $T$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | 10 | 50 | 100 | 200 |
| 1 | 2 | $\tilde{\theta}$ | Mean | 1.5750 | -8.5535 | 3.6113 | 78.1776 |
|  |  |  | Std.dev. | 15.3463 | 84.8756 | 241.035 | 623.109 |
|  |  | $\hat{\theta}$ | Mean | 2.0408 | 2.0402 | 2.0407 | 2.0408 |
|  |  |  | Std.dev. | 0.9771 | 0.9020 | 0.9004 | 0.9000 |
| $2 y$ | $y$ | $\tilde{\theta}$ | Mean | $2.1 \cdot 10^{18}$ | $4.2 \cdot 10^{76}$ | $7.8 \cdot 10^{153}$ | $8.9 \cdot 10^{281}$ |
|  |  |  | Std.dev. | $1.6 \cdot 10^{19}$ | $4.1 \cdot 10^{77}$ | $7.8 \cdot 10^{154}$ | $8.9 \cdot 10^{282}$ |
|  |  | $\hat{\theta}$ | Mean | 2.2443 | 2.2443 | 2.2443 | 2.2443 |
|  |  |  | Std.dev. | 1.9967 | 1.9967 | 1.9967 | 1.9967 |
| $-y$ | 1 | $\tilde{\theta}$ | Mean | 2.0189 | 2.0000 | 1.9978 | 1.9978 |
|  |  |  | Std.dev. | 0.2712 | 0.1371 | 0.0984 | 0.0627 |
|  |  | $\hat{\theta}$ | Mean | 1.9954 | 1.9979 | 1.9988 | 1.9962 |
|  |  |  | Std.dev. | 0.2112 | 0.1010 | 0.0686 | 0.0449 |
| $2-y$ | $\sqrt{y}$ | $\tilde{\theta}$ | Mean | 2.1090 | 1.9942 | 1.9632 | 1.9641 |
|  |  |  | Std.dev. | 1.1786 | 0.5412 | 0.4200 | 0.2720 |
|  |  | $\hat{\theta}$ | Mean | 1.9883 | 2.0080 | 1.9897 | 2.0024 |
|  |  |  | Std.dev. | 0.4935 | 0.2092 | 0.1669 | 0.0976 |

Finally, we consider the Ornstein-Uhlenbeck model (14) with the stochastic volatility $\sigma\left(Y_{t}\right)=2+\cos Y_{t}$. The results for $\theta=-2$ and $\theta=2$ are reported in Tables 3 and 4 respectively. We see that in both cases the simulation studies confirm the theoretical results on strong consistency for both estimators. However, the rate of convergence for the positive value of $\theta$ is much higher.

Table 3. $d X_{t}=\theta X_{t} d t+\left(2+\cos Y_{t}\right) d W_{t}, \theta=-2$

| $\alpha(y)$ | $\beta(y)$ | Est. | Mean / Std.dev. | $T$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | 10 | 50 | 100 | 200 |
| 1 | 2 | $\tilde{\theta}$ | Mean | -2.3413 | -2.0357 | -1.9980 | -2.0093 |
|  |  |  | Std.dev. | 0.8153 | 0.3134 | 0.2120 | 0.1628 |
|  |  | $\hat{\theta}$ | Mean | -2.2603 | -2.0242 | -2.0046 | -2.0150 |
|  |  |  | Std.dev. | 0.6732 | 0.2534 | 0.1811 | 0.1361 |
| $2 y$ | $y$ | $\tilde{\theta}$ | Mean | -2.2009 | -2.0411 | -2.0234 | -2.0113 |
|  |  |  | Std.dev. | 0.6545 | 0.2865 | 0.2114 | 0.1537 |
|  |  | $\hat{\theta}$ | Mean | -2.1521 | -2.0368 | -2.0310 | -2.0162 |
|  |  |  | Std.dev. | 0.4669 | 0.2087 | 0.1459 | 0.1039 |
| $-y$ | 1 | $\tilde{\theta}$ | Mean | -2.1340 | -2.0895 | -2.0495 | -2.0406 |
|  |  |  | Std.dev. | 0.6116 | 0.3010 | 0.2006 | 0.1479 |
|  |  | $\hat{\theta}$ | Mean | -2.1329 | -2.0883 | -2.0471 | -2.0419 |
|  |  |  | Std.dev. | 0.5863 | 0.3058 | 0.2039 | 0.1473 |
| $2-y$ | $\sqrt{y}$ | $\tilde{\theta}$ | Mean | $-2.2316$ | -2.0792 | -2.0266 | -2.0266 |
|  |  |  | Std.dev. | 0.6980 | 0.3406 | 0.2196 | 0.1546 |
|  |  | $\hat{\theta}$ | Mean | -2.2041 | -2.0647 | -2.0256 | -2.0211 |
|  |  |  | Std.dev. | 0.6180 | 0.2629 | 0.1870 | 0.1342 |

TABLE 4. $d X_{t}=\theta X_{t} d t+\left(2+\cos Y_{t}\right) d W_{t}, \theta=2$

| $\alpha(y)$ | $\beta(y)$ | Est. | Mean / Std.dev. | $T$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | 10 | 50 | 100 | 200 |
| 1 | 2 | $\tilde{\theta}$ | Mean | 2.000 | 2.000 | 2.000 | 2.000 |
|  |  | $\theta$ | Std.dev. | $4.3 \cdot 10^{-8}$ | $7.7 \cdot 10^{-15}$ | $8.9 \cdot 10^{-15}$ | $7.0 \cdot 10^{-15}$ |
|  |  | $\hat{\theta}$ | Mean | 2.000 | 2.000 | 2.000 | 2.000 |
|  |  | $\theta$ | Std.dev. | $3.0 \cdot 10^{-8}$ | $8.4 \cdot 10^{-15}$ | $8.9 \cdot 10^{-15}$ | $8.0 \cdot 10^{-15}$ |
| $2 y$ | $y$ | $\tilde{\theta}$ | Mean | 2.000 | 2.000 | 2.000 | 2.000 |
|  |  | $\theta$ | Std.dev. | $2.6 \cdot 10^{-8}$ | $8.3 \cdot 10^{-15}$ | $7.2 \cdot 10^{-15}$ | $7.0 \cdot 10^{-15}$ |
|  |  | $\hat{\theta}$ | Mean | 2.000 | 2.000 | 2.000 | 2.000 |
|  |  | $\theta$ | Std.dev. | $2.8 \cdot 10^{-8}$ | $1.1 \cdot 10^{-14}$ | $9.0 \cdot 10^{-15}$ | $8.0 \cdot 10^{-15}$ |
| $-y$ | 1 | $\tilde{\theta}$ | Mean | 2.000 | 2.000 | 2.000 | 2.000 |
|  |  | $\theta$ | Std.dev. | $4.4 \cdot 10^{-8}$ | $7.6 \cdot 10^{-15}$ | $8.6 \cdot 10^{-15}$ | $7.0 \cdot 10^{-15}$ |
|  |  | $\hat{\theta}$ | Mean | 2.000 | 2.000 | 2.000 | 2.000 |
|  |  | $\theta$ | Std.dev. | $4.3 \cdot 10^{-8}$ | $7.0 \cdot 10^{-15}$ | $7.3 \cdot 10^{-15}$ | $7.0 \cdot 10^{-15}$ |
| $2-y$ | $\sqrt{y}$ | $\tilde{\theta}$ | Mean | 2.000 | 2.000 | 2.000 | 2.000 |
|  |  | $\theta$ | Std.dev. | $3.6 \cdot 10^{-6}$ | $8.4 \cdot 10^{-15}$ | $7.8 \cdot 10^{-15}$ | $7.0 \cdot 10^{-15}$ |
|  |  | $\hat{\theta}$ | Mean | 2.000 | 2.000 | 2.000 | 2.000 |
|  |  | $\theta$ | Std.dev. | $1.7 \cdot 10^{-6}$ | $8.5 \cdot 10^{-15}$ | $8.8 \cdot 10^{-15}$ | $7.0 \cdot 10^{-15}$ |

## 5. Appendix

Let $X$ be the Ornstein-Uhlenbeck process with deterministic volatility defined by (16). Consider an auxiliary process

$$
\begin{equation*}
X_{t}^{\left(t_{0}\right)}:=X_{0} e^{\theta t}+\int_{t_{0}}^{t} \sigma(s) e^{\theta(t-s)} d W_{s}, \quad t \geq t_{0} \geq 0 \tag{20}
\end{equation*}
$$

(Note that $X_{t}=X_{t}^{(0)}$.)
Lemma 5.1. For any $\theta \in \mathbb{R}$ there exists a constant $\varepsilon=\varepsilon(\theta)>0$ such that for all $t \geq t_{0} \geq 0$,

$$
\begin{equation*}
V\left(t_{0}, t\right):=\operatorname{Var}\left[\int_{t}^{t+1} X_{s}^{\left(t_{0}\right)} d s\right] \geq \varepsilon \tag{21}
\end{equation*}
$$

Moreover, if $\theta \geq 0$, then $V\left(t_{0}, t\right) \rightarrow \infty$ as $t \rightarrow \infty$.
Proof. Denote

$$
U_{t}^{\left(t_{0}\right)}=\int_{t_{0}}^{t} \sigma(u) e^{\theta(t-u)} d W_{u}=X_{t}^{\left(t_{0}\right)}-X_{0} e^{\theta t}
$$

Then

$$
V\left(t_{0}, t\right)=\mathrm{E}\left(\int_{t}^{t+1} U_{s}^{\left(t_{0}\right)} d s\right)^{2}
$$

By Itô's isometry, for $s \geq t_{0}, v \geq t_{0}$,

$$
\mathrm{E} U_{s}^{\left(t_{0}\right)} U_{v}^{\left(t_{0}\right)}=\int_{t_{0}}^{\min \{s, v\}} \sigma^{2}(u) e^{\theta(s-u)} e^{\theta(v-u)} d u \geq \sigma_{1}^{2} \int_{t_{0}}^{\min \{s, v\}} e^{\theta(s+v-2 u)} d u
$$

Hence

$$
V\left(t_{0}, t\right)=\int_{t}^{t+1} \int_{t}^{t+1} \mathrm{E} U_{s}^{\left(t_{0}\right)} U_{v}^{\left(t_{0}\right)} d s d v \geq \sigma_{1}^{2} \int_{t}^{t+1} \int_{t}^{t+1} \int_{t_{0}}^{\min \{s, v\}} e^{\theta(s+v-2 u)} d u d s d v
$$

If $\theta=0$, then

$$
V\left(t_{0}, t\right) \geq \sigma_{1}^{2} \int_{t}^{t+1} \int_{t}^{t+1}\left(\min \{s, v\}-t_{0}\right) d s d v=\sigma_{1}^{2}\left(t+\frac{1}{3}-t_{0}\right) \geq \frac{\sigma_{1}^{2}}{3}
$$

that is, (21) holds with $\varepsilon=\sigma_{1}^{2} / 3$, and $V\left(t_{0}, t\right) \rightarrow \infty$ as $t \rightarrow \infty$.
In what follows we assume that $\theta \neq 0$. We have

$$
\begin{align*}
V\left(t_{0}, t\right) & \geq \frac{\sigma_{1}^{2}}{2 \theta} \int_{t}^{t+1} \int_{t}^{t+1} e^{\theta(s+v)}\left(e^{-2 \theta t_{0}}-e^{-2 \theta \min \{s, v\}}\right) d s d v= \\
& =\frac{\sigma_{1}^{2}}{2 \theta} \int_{t}^{t+1} \int_{t}^{t+1}\left(e^{\theta\left(s+v-2 t_{0}\right)}-e^{\theta|s-v|}\right) d s d v= \\
& =\frac{\sigma_{1}^{2}}{2 \theta}\left(e^{-2 \theta t_{0}}\left(\int_{t}^{t+1} e^{\theta s} d s\right)^{2}-2 \int_{t}^{t+1} \int_{t}^{v} e^{\theta(v-s)} d s d v\right)= \\
& =\frac{\sigma_{1}^{2}}{2 \theta^{3}}\left(e^{2 \theta\left(t-t_{0}\right)}\left(e^{\theta}-1\right)^{2}-2\left(e^{\theta}-1-\theta\right)\right) \tag{22}
\end{align*}
$$

The right-hand side of (22) increases with respect to $t \in\left[t_{0}, \infty\right)$ for $\theta>0$ as well as for $\theta<0$. Therefore, it attains its minimum value at the point $t=t_{0}$. Hence

$$
V\left(t_{0}, t\right) \geq \frac{\sigma_{1}^{2}}{2 \theta^{3}}\left(\left(e^{\theta}-1\right)^{2}-2\left(e^{\theta}-1-\theta\right)\right)=: \frac{\sigma_{1}^{2}}{2 \theta^{3}} h(\theta)
$$

Note that $h(0)=0$ and the derivative $h^{\prime}(\theta)=2\left(e^{\theta}-1\right)^{2}>0$ for $\theta \neq 0$. This implies that $h(\theta)<0$ for $\theta<0$, and $h(\theta)>0$ for $\theta>0$. Thus, (21) holds with $\varepsilon=\frac{\sigma_{1}^{2}}{2 \theta^{3}} h(\theta)>0$
for all $\theta \neq 0$. Moreover, it follows from (22) that for $\theta>0, V\left(t_{0}, t\right) \rightarrow \infty$ as $t \rightarrow \infty$. This concludes the proof.
Lemma 5.2. Let $C>0, \theta \in \mathbb{R}$. Then there exists a constant $\delta=\delta(\theta, C)$ such that for all $t \geq t_{0} \geq 0$,

$$
\mathrm{P}\left(\left|\int_{t}^{t+1} X_{s}^{\left(t_{0}\right)} d s\right|^{2} \leq C+1\right) \leq \delta<1
$$

Proof. For a Gaussian random variable $\xi_{\mu, s^{2}} \sim \mathcal{N}\left(\mu, s^{2}\right)$ one has

$$
\mathrm{P}\left(\left|\xi_{\mu, s^{2}}\right| \leq x\right) \leq \mathrm{P}\left(\left|\xi_{0, s^{2}}\right| \leq x\right)=2 \Phi\left(\frac{x}{s}\right)-1, \quad x>0,
$$

where $\Phi$ denotes the cdf of the standard normal distribution. Taking into account that the random variable $\int_{t}^{t+1} X_{s}^{\left(t_{0}\right)} d s$ is Gaussian with variance $V\left(t_{0}, t\right)$ and applying the previous lemma, we get

$$
\mathrm{P}\left(\left|\int_{t}^{t+1} X_{s}^{\left(t_{0}\right)} d s\right|^{2} \leq C+1\right) \leq 2 \Phi\left(\frac{\sqrt{C+1}}{\sqrt{V\left(t_{0}, t\right)}}\right)-1 \leq 2 \Phi\left(\frac{\sqrt{C+1}}{\sqrt{\varepsilon}}\right)-1=: \delta<1
$$
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## СТОХАСТИЧНІ ДИФЕРЕНЦІАЛЬНІ РІВНЯННЯ З УЗАГАЛЬНЕНОЮ СТОХАСТИЧНОЮ ВОЛАТИЛЬНІСТЮ ТА СТАТИСТИЧНІ ОЦІНКИ

М. БЕЛ ХАДЖ ХЛІФА, Ю. МІШУРА, К. РАЛЬЧЕНКО, Г. ШЕВЧЕНКО, М. ЗІЛІ

Анотація. Вивчається стохастичне диференціальне рівняння, коефіцієнт дифузїі якого є функцією від деякого адаптованого випадкового процесу. Наведено різні умови існування та єдиності слабких і сильних розв'язків. Досліджується оцінювання параметра зсуву в цій моделі. Доведено строгу консистентність оцінки найменших квадратів та оцінки максимальної вірогідності. Як приклад розглянуто модель Орнштейна - Уленбека зі стохастичною волатильністю.
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Аннотация. Изучается стохастическое дифференциальное уравнение, коэффициент диффузии которого является функцией от некоторого адаптированного случайного процесса. Приведены условия существования и единственности слабых и сильных решений. Исследуется оценивание параметра сноса в данной модели. Доказана строгая состоятельность оценки наименьших квадратов и оценки максимального правдоподобия. В качестве примера рассмотрена модель ОрнштейнаУленбека со стохастической волатильностью.
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