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#### Abstract

This paper studies the Schrödinger equation with fractional Gaussian noise potential of the form $\Delta u(x)=u(x) \diamond \dot{W}(x), x \in \mathrm{D}, u(x)=\phi(x), x \in \partial \mathrm{D}$, where $\Delta$ is the Laplacian on the $d$-dimensional Euclidean space $\mathbb{R}^{d}, \mathrm{D} \subseteq \mathbb{R}^{d}$ is a given domain with smooth boundary $\partial \mathrm{D}, \phi$ is a given nice function on the boundary $\partial \mathrm{D}$, and $\dot{W}$ is the fractional Gaussian noise of Hurst parameters $\left(H_{1}, \ldots, H_{d}\right)$ and $\diamond$ denotes the Wick product. We find a family of distribution spaces $\left(\mathbb{W}_{\lambda}, \lambda>0\right)$, with the property $\mathbb{W}_{\lambda} \subseteq \mathbb{W}_{\mu}$ when $\lambda \leq \mu$, such that under the condition $\sum_{i=1}^{d} H_{i}>d-2$, the solution exists uniquely in $\mathbb{W}_{\lambda_{0}}$ when $\lambda_{0}$ is sufficiently big and the solution is not in $\mathbb{W}_{\lambda_{1}}$ when $\lambda_{1}$ is sufficiently small.
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## 1. Introduction

Let $\left(W(x)=W^{H}\left(x_{1}, \ldots, x_{d}\right), x=\left(x_{1}, \ldots, x_{d}\right)^{T} \in \mathbb{R}^{d}\right)$ be a fractional Brownian field on some probability space $(\Omega, \mathcal{F}, \mathrm{P})$. The expectation on $(\Omega, \mathcal{F}, \mathrm{P})$ is denoted by E . This means that $W(x)$ is a mean zero Gaussian field with covariance given by

$$
\begin{equation*}
\mathrm{E}[W(x) W(y)]=\left(\frac{1}{2}\right)^{d} \prod_{i=1}^{d}\left(\left|x_{i}\right|^{2 H_{i}}+\left|y_{i}\right|^{2 H_{i}}-\left|x_{i}-y_{i}\right|^{2 H_{i}}\right) \quad \text { for all } x, y \in \mathbb{R}^{d} \tag{1.1}
\end{equation*}
$$

In this paper we shall fix the Hurst parameters $H=\left(H_{1}, \ldots, H_{d}\right)$ with $H_{i}>1 / 2$, $i=1,2, \ldots, d$. For notational simplicity we omit the dependence on $H$. Consider the following stochastic Poisson equation with multiplicative fractional Gaussian noise $\dot{W}(x)=\frac{\partial^{d}}{\partial x_{1} \ldots \partial x_{d}} W(x)$ :

$$
\begin{cases}\Delta U(x)=u(x) \diamond \dot{W}_{H}(x), & x \in \mathrm{D}  \tag{1.2}\\ U(x)=\phi(x), & x \in \partial \mathrm{D}\end{cases}
$$

where $\Delta=\sum_{i=1}^{d} \frac{\partial^{2}}{\partial x_{i}^{2}}$ is the Laplacian, $\mathrm{D} \subseteq \mathbb{R}^{d}$ is a given bounded domain in $\mathbb{R}^{d}$ with smooth boundary $\partial \mathrm{D}, \phi$ is a nice function defined on the boundary $\partial \mathrm{D}$, and $\diamond$ denotes the Wick product (see e.g. [13]), which is related to the Skorohod integral (see (3.2) below for the definition of the solution to (1.2)).

Stochastic partial differential equations driven by fractional noises or general Gaussian noises have been studied by many researchers. There is enormous amount of references. Among the investigations published recently there is a well-studied equation relevant to our equation (1.2) which is the parabolic Anderson model $\partial_{t} u(t, x)=\Delta u(t, x)+\kappa u \diamond \dot{W}$. The moment bounds, various kinds of asymptotic behaviours as $t \rightarrow \infty$, intermittency, and so on are known for this model. We refer the interested readers to [8, 9] and in particular to the references therein for details.

However, the stationary counterpart (1.2) of the parabolic Anderson model has received much less attention. When the noise is additive, namely for the stochastic Poisson equation $\Delta U(x)=\dot{W}(x)$ there has been some studies in $[11,12]$, where it is proved that when $\sum_{i=1}^{d}>d-2$, the solution exists uniquely in $L^{2}=L^{2}(\Omega, \mathcal{F}, \mathrm{P})$. In [19], a nonlinear
equation but still with additive noise of the form $\Delta u+f(u)=\dot{W}$ is studied, and still under the condition $\sum_{i=1}^{d}>d-2$. The paper [20] may be considered to be relevant to more general non additive noise, where the equation of the form $\partial_{t t} z_{t}=\sigma\left(z_{t}\right) \dot{x}_{t}, t \in[0,1]$ is studied. Here $x$ is a given Hölder continuous function. However, it is in the framework of rough path theory and is in one dimension.

In this paper we are mainly concerned with the stochastic Poisson equation (1.2) with multiplicative noise in general dimension ( $d \geq 2$ ). Following the terminology of [2] we call equation (1.2) the Schrödinger equation with fractional Gaussian potential. We shall construct a family of distribution spaces $\mathbb{W}_{\lambda}$ satisfying $\mathbb{W}_{\lambda} \subseteq \mathbb{W}_{\mu}$ for $0<\lambda \leq \mu<\infty$, such that the solution exists uniquely in $\mathbb{W}_{\lambda}$ when $\lambda$ is sufficiently large, and it is not in $\mathbb{W}_{\lambda}$ when $\lambda$ is sufficiently small. As a consequence the solution is not square integrable.

In the proof of our main theorem we use the Hardy-Littlewood type inequality obtained by Memin, Mishura, and Valkeila [16]. The use of this inequality can also simplify the proofs in [11] and [12].

Here is the organization of the paper. In Section 2 we briefly present some preliminary material that is needed in this paper. In particular, we shall recall the chaos expansion; define the stochastic integral; and introduce some distribution spaces. In Section 3 we state the main results of the paper in one theorem and in Section 4 we present the proof of the main results. When the dimension $d=1$, the problem becomes simpler. In this case not only we can consider the the above Dirichlet boundary condition, we can also study "initial" type condition. We present a brief discussion of one-dimensional case in Section 5.

## 2. Preliminaries

Recall that $\left(W(x), x=\left(x_{1}, \ldots, x_{d}\right)^{T} \in \mathbb{R}^{d}\right)$ is a fractional Brownian field of the Hurst parameter $H=\left(H_{1}, \ldots, H_{d}\right)$ on some probability space $(\Omega, \mathcal{F}, \mathrm{P})$. Namely, $W$ is a mean zero Gaussian random field with covariance given by (1.1). Here and in what follows we use ${ }^{T}$ to denote the transpose of a vector or matrix. Then, formally the fractional Gaussian noise $\dot{W}$ has the following covariance structure:

$$
\begin{equation*}
\mathrm{E}[\dot{W}(x) \dot{W}(y)]=\phi(x, y):=\prod_{i=1}^{d} \phi_{H_{i}}\left(x_{i}, y_{i}\right) \quad \text { for all } x, y \in \mathbb{R}^{d}, \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi_{H_{i}}(u, v)=H_{i}\left(2 H_{i}-1\right)|u-v|^{2 H_{i}-2}, \quad u, v \in \mathbb{R} . \tag{2.2}
\end{equation*}
$$

We suppose that $\mathcal{F}=\sigma\left(W(x), x \in \mathbb{R}^{d}\right)$. For simplicity of the presentation, we assume that $H_{i}>1 / 2$ for all $i=1, \ldots, d$. First, we will follow [7] (see also [18]) to define the stochastic integral with respect to $W$. For one parameter case $(d=1)$ there has been extensive studies on such stochastic integral, see for example, $[1,6,17]$.

Let D be a bounded domain in $\mathbb{R}^{d}$ and let $\mathcal{S}$ be the set of all smooth functions from D to $\mathbb{R}$ with compact support. For any two functions $f$ and $g$ in $\mathcal{S}$, we define their scalar product as

$$
\langle f, g\rangle_{\mathcal{H}}=\int_{\mathrm{D}} f(x) g(y) \phi(x, y) d x d y .
$$

Let $\mathcal{H}$ denote the Hilbert space obtained by completing $\mathcal{S}$ with respect to the above scalar product. As is well-known $\mathcal{H}$ contains genuine distributions (generalized functions).

For any $f \in \mathcal{S}$, we can define the stochastic integral $\int_{\mathrm{D}} f(x) d W(x)$ by the integration by parts in the following way (since $f$ has compact support in D ):

$$
\int_{\mathrm{D}} f(x) d W(x)=(-1)^{d} \int_{D} W(x) \frac{\partial^{d}}{\partial x_{1} \ldots \partial x_{d}} f(x) d x
$$

It is easy to verify that for any $f, g \in \mathcal{S}$, we have

$$
\begin{gather*}
\mathrm{E}\left[\int_{\mathrm{D}} f(x) d W(x)\right]=0  \tag{2.3}\\
\mathrm{E}\left[\int_{\mathrm{D}} f(x) d W(x) \int_{\mathrm{D}} g(x) d W(x)\right]=\langle f, g\rangle_{\mathcal{H}} \tag{2.4}
\end{gather*}
$$

where (2.4) follows from the integration by parts and is called the isometry formula. For any $f \in \mathcal{H}$, there exists a sequence $f_{n} \in \mathcal{S}$ such that $f_{n} \rightarrow f$ in $\mathcal{H}$. By the isometry (2.4) we see that $\int_{D} f_{n}(x) d W(x)$ is a Cauchy sequence in $L^{2}(\Omega, \mathcal{F}, \mathrm{P})$ and hence has a limit. It can be shown routinely that this limit is independent of the choice of sequence $f_{n}$ and is called the stochastic integral of $f$, denoted by $\int_{D} f(x) d W(x)$. This stochastic integral also satisfies the properties (2.3)-(2.4).

Let $H_{n}(x)=e^{\frac{x^{2}}{2}} \frac{d^{n}}{d x^{n}} e^{-\frac{x^{2}}{2}}, n=0,1,2, \ldots$ be the Hermite polynomials, which constitute an orthogonal basis of $L^{2}\left(\mathbb{R}, \frac{1}{\sqrt{2 \pi}} e^{-\frac{x^{2}}{2}} d x\right)$. Let $e_{1}, \ldots, e_{n}, \ldots \in \mathcal{S}$ be an orthonormal basis of $\mathcal{H}$. Denote $\tilde{e}_{n}=\int_{\mathrm{D}} e_{n}(x) d W(x)$. Then $\tilde{e}_{1}, \ldots, \tilde{e}_{n}, \ldots$ are iid standard normal random variables. We define the multiple integral of $e_{k}^{\otimes n}$ as

$$
I_{n}\left(e_{k}^{\otimes n}\right)=H_{n}\left(\tilde{e}_{k}\right)
$$

We can extend $I_{n}$ to be a linear mapping from $\mathcal{H}^{\otimes n}$, the $n$-fold tensor product space of $\mathcal{H}$, to $L^{2}(\mathrm{D}, \mathcal{F}, \mathrm{P})$. [This can be achieved by the polarization technique (see [7]). Notice that we also have $I_{n}(f)=I_{n}(\hat{f})$, where $\hat{f}$ denotes the symmetrization of $\left.f \in \mathcal{H}^{\otimes n}\right]$. It is well-known that for any $f \in \mathcal{H}^{\otimes n}$ and $g \in \mathcal{H}^{\otimes m}$, we have the following Itô isometry formula:

$$
\mathrm{E}\left(I_{n}(f) I_{m}(g)\right)= \begin{cases}n!\langle\hat{f}, \hat{g}\rangle_{\mathcal{H}}^{\otimes n} & \text { if } m=n  \tag{2.5}\\ 0 & \text { if } m \neq n\end{cases}
$$

An element $f \in \mathcal{H}^{\otimes n}$ can be viewed as a (generalized) function of $n \times d$ variables $f\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right), \mathbf{x}_{i} \in \mathbb{R}^{d}\left(\mathcal{H}^{\otimes n}\right.$ may contain distributions. It is the completion of the smooth functions of the form $f\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)$ defined on $\mathrm{D}^{n}$ with respect to the scalar product of $\left.\mathcal{H}^{\otimes n}\right)$. If $f \in \mathcal{H}^{\otimes n}$ we also write $I_{n}(f)=\int_{\mathrm{D}^{n}} f\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right) d W\left(\mathbf{x}_{1}\right) \ldots d W\left(\mathbf{x}_{n}\right)$. When $f_{n}$ is a genuine function the above multiple integral can be approximated by using the Wick product (see e.g. [7, 13]). In the remaining part of the paper, we use $x$ to represent $\mathbf{x}$ so that $x_{1}, \ldots, x_{n}$ are $d$-dimensional vectors.

From the chaos expansion theorem ([7]) we know that for any square integrable random variable $F \in L^{2}(\mathrm{D}, \mathcal{F}, \mathrm{P})$, there are $f_{n} \in \mathcal{H}^{\otimes n}, n=0,1,2, \ldots$ such that

$$
\begin{equation*}
F=\sum_{n=0}^{\infty} I_{n}\left(f_{n}\right), \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{E}\left(F^{2}\right)=\sum_{n=0}^{\infty} n!\left\|f_{n}\right\|_{\mathcal{H} \otimes n}^{2} \tag{2.7}
\end{equation*}
$$

Motivated by the Hida and Kondratiev distribution spaces for nonlinear Wiener functionals ( $[5,14,15]$ ) we introduce the following distribution spaces.

Definition 2.1. For any $\alpha>0$ and $\lambda>0$, we say $F \in \mathcal{W}_{\alpha, \lambda}$ if

$$
\begin{equation*}
F=\sum_{n=0}^{\infty} I_{n}\left(f_{n}\right) \quad \text { and } \quad\|F\|_{\alpha, \lambda}^{2}:=\sum_{n=0}^{\infty}(n!)^{1-\alpha} \lambda^{-n}\left\|f_{n}\right\|_{\mathcal{H}^{\otimes n}}^{2}<\infty \tag{2.8}
\end{equation*}
$$

Remark 2.2. (1) $\mathcal{W}_{0,1}=L^{2}\left(:=L^{2}(\Omega, \mathcal{F}, \mathrm{P})\right)$.
(2) For $\alpha>0$ and $\lambda>0, \mathcal{W}_{\alpha, \lambda}$ is a space of distributions. It can also be defined as the dual of the test functional space $\mathcal{W}_{-\alpha,-\lambda}\left(\right.$ which is a subspace of $L^{2}(\Omega, \mathcal{F}, \mathrm{P})$ ).
(3) It is clear that for any positive $\lambda_{1}$ and $\lambda_{2}$, if $\alpha_{1}<\alpha_{2}$, then $\mathcal{W}_{\alpha_{1}, \lambda_{1}} \subseteq \mathcal{W}_{\alpha_{2}, \lambda_{2}}$. It is also clear that for any $0<\alpha_{1} \leq \alpha_{2}<\infty$ and $0<\lambda_{1} \leq \lambda_{2}<\infty$, we have

$$
\mathcal{W}_{\alpha_{1}, \lambda_{1}} \subseteq \mathcal{W}_{\alpha_{2}, \lambda_{2}}
$$

(4) Our space $\mathcal{W}_{\alpha, \lambda}$ is more regular than the Hida distribution spaces or the Kondratiev distribution spaces $([5,14,15])$, where $f_{n}$ are allowed to be more general distributions. We require that $f_{n} \in \mathcal{H}^{\otimes n}$. In particular this means that in the chaos expansion of $F$, each chaos $I_{n}\left(f_{n}\right)$ of $F$ is required to be square integrable. Our space $\mathcal{W}_{\alpha, \lambda}$ is less regular than the Meyer-Watanabe distribution space which requires $\sum_{n=0}^{\infty}(n!) n^{-\alpha}\left\|f_{n}\right\|_{\mathcal{H} \otimes n}^{2}<\infty$ for some $\alpha>0$.

The case when $\alpha=1$ is given particular attention in this paper. We give the following definition.

Definition 2.3. We define the distribution spaces

$$
\mathbb{W}_{\lambda}=\mathcal{W}_{1, \lambda}
$$

and

$$
\mathbb{W}=\bigcup_{\lambda>0} \mathbb{W}_{\lambda}
$$

It is easy to see that $L^{2}=\mathcal{W}_{0,1} \subset W_{\lambda}$ for any $\lambda>0$ and $L^{2}$ is a true subset of $\mathbb{W}_{\lambda}$ for any $\lambda>0$.

Definition 2.4. Let $F(x)=\sum_{n=0}^{\infty} I_{n}\left(f_{n}(x)\right), x \in \mathrm{D}$. Assume that there is a $\lambda>0$ such that for any $x \in \mathrm{D}, F(x) \in \mathbb{W}_{\lambda}$ (notice that $\lambda$ is independent of $x \in \mathrm{D}$ ). For any $x \in \mathrm{D}$, $f_{n}(x)$ can be viewed as a (generalized) function $f_{n}\left(x ; x_{1}, \ldots, x_{n}\right)$ on $\mathrm{D}^{n}$ for all $x \in \mathrm{D}$. $F(x)$ is called Skorohod integrable if
(1) $\tilde{f}\left(x_{1}, \ldots, x_{n+1}\right)=f_{n}\left(x_{n+1} ; x_{1}, \ldots, x_{n}\right) \in \mathcal{H}^{\otimes(n+1)}$,
(2) $\sum_{n=1}^{\infty} I_{n+1}\left(\tilde{f}_{n}\right)$ is in $\mathbb{W}$. Namely, $\sum_{n=1}^{\infty} I_{n+1}\left(\tilde{f}_{n}\right)$ is convergent in $\mathbb{W}_{\lambda}$ for some $\lambda \in(0, \infty)$.
We denote $\int_{\mathrm{D}} F(x) d W(x)=\sum_{n=1}^{\infty} I_{n+1}\left(\tilde{f}_{n}\right)$.

## 3. Main Result

Now we return to the equation (1.2). Let the domain $\mathrm{D} \subseteq \mathbb{R}^{d}$ be bounded with boundary $\partial \mathrm{D}$. Let $G(x, y)$ be the associated Green's function. First we make the following assumptions.

Hypothesis 3.1. There is a positive constant $C$ such that

$$
|G(x, y)| \leq\left\{\begin{array}{lll}
C|x-y|^{2-d} & \forall x, y \in \mathrm{D}, & \text { when } d \geq 3  \tag{3.1}\\
C \log |x-y| & \forall x, y \in \mathrm{D}, & \text { when } d=2
\end{array}\right.
$$

Hypothesis 3.2. There are another constant $c>0$ and a nonempty open subset $\mathrm{D}_{0} \subseteq \mathrm{D}$ such that

$$
G(x, y) \leq \begin{cases}-c|x-y|^{2-d} \quad \forall x, y \in \mathrm{D}_{0}, & \text { when } d \geq 3 \\ c \log |x-y| \quad \forall x, y \in \mathrm{D}_{0}, & \text { when } d=2\end{cases}
$$

When D has smooth boundary $\partial \mathrm{D}$, it is know that the hypothesis 3.1 always holds.
Remark 3.3. Hypothesis 3.1 is about the boundedness of the absolute value of $G$ when $x$ and $y$ are in the whole domain D. Hypothesis 3.2 requires that $G$ is bounded above by a negative function (so $G$ is negative) when $x$ and $y$ are in a compact subset of $G$.

Example 3.4. If $\mathrm{D}=B_{R}(0)$ is the $d$-dimensional ball of center 0 and radius $R$, then the corresponding Green's function has the following form (see [4, Proposition 1.22])

$$
G(x, y)= \begin{cases}\frac{1}{(n-2) \omega_{d}}\left(-|x-y|^{2-n}+\left|\frac{R}{|x|} x-\frac{|x|}{R} y\right|^{2-n}\right), & \text { when } d \geq 3 \\ \frac{1}{2 \pi}\left(\log |x-y|-\log \left|\frac{R}{|x|} x-\frac{|x|}{R} y\right|\right), & \text { when } d=2\end{cases}
$$

where $\omega_{d}$ is the volume of the unit ball in $\mathbb{R}^{d}$. If $|x|,|y| \leq R / 2$, then

$$
\left|\frac{R}{|x|} x-\frac{|x|}{R} y\right| \geq\left|\frac{R}{|x|}\right| x\left|-\frac{|x|}{R}\right| y| | \geq \frac{3 R}{4}
$$

Thus when $d \geq 3$, we have

$$
G(x, y) \leq \frac{1}{(n-2) \omega_{d}}\left(-|x-y|^{2-n}+(3 R / 4)^{2-n}\right) \leq-c|x-y|^{2-n}
$$

when $x, y$ are in a certain neighbourhood of 0 . In the same way we have when $d=2$,

$$
G(x, y) \leq c \log |x-y|
$$

in a neighbourhood of 0 .
By using the Green's function the solution to

$$
\begin{cases}\Delta u(x)=f(x), & x \in \mathrm{D} \\ u(x)=\phi(x), & x \in \partial \mathrm{D}\end{cases}
$$

can be represented by

$$
u(x)=\int_{\mathrm{D}} G(x, y) f(y) d y+\int_{\partial \mathrm{D}} \frac{\partial G}{\partial n_{y}}(x, y) \phi(y) d S_{y}
$$

where $\frac{\partial}{\partial n_{y}}$ denotes the gradient along the normal direction and $d S_{y}$ denotes the surface measure on the boundary $\partial \mathrm{D}$; the presence of $y$ means that we consider $x$ as a fixed parameter in the above derivation or integration.

Motivated by the above formula, we give the following definition about the solution to (1.2).

Definition 3.5. We say that a family of random variables $(u(x), x \in \mathrm{D})$ is a (mild) solution to (1.2) if the followings hold.
(1) For any $x \in \mathrm{D}, G(x, \cdot) u(\cdot)$ is Skorohod integrable in $\mathbb{W}$.
(2) The following integral equation holds

$$
\begin{equation*}
u(x)=\int_{\mathrm{D}} G(x, y) u(y) d W(y)+\int_{\partial \mathrm{D}} \frac{\partial G}{\partial n_{y}}(x, y) \phi(y) d S_{y}, \quad \forall x \in \mathrm{D} \tag{3.2}
\end{equation*}
$$

Denote

$$
u_{0}(x)=\int_{\partial \mathrm{D}} \frac{\partial G}{\partial n_{y}}(x, y) \phi(y) d S_{y}, \quad x \in \mathrm{D} .
$$

Hypothesis 3.6. Assume the boundary condition $\phi$ satisfies

$$
\begin{equation*}
\left|u_{0}(x)\right| \leq C \sum_{I=1}^{m}\left|x-a_{i}\right|^{-\alpha} \quad \forall x \in \mathrm{D} \tag{3.3}
\end{equation*}
$$

for some points $a_{1}, \ldots, a_{m} \in \overline{\mathrm{D}}$ and for some $\alpha<d$. We also assume that $u_{0}(x)$ has the same sign for all $x \in \mathrm{D}$.

Example 3.7. If $\mathrm{D}=B_{R}(0)$ is the ball of center 0 and radius $R$, then (see e.g. [4, Corollary 1.23])

$$
\frac{\partial G}{\partial n}(x, y)=\frac{R^{2}-|x|^{2}}{\omega_{d} R|x-y|^{d}} \quad \forall x \in B_{R}(0), y \in \partial B_{R}(0)
$$

In this case we can take the boundary condition $\phi$ to be the linear combination of the Dirac point mass measures (with respect to the surface measure $d S_{y}$ ):

$$
\phi(y)=\sum_{i=1}^{m} \rho_{i} \delta\left(y-a_{i}\right)
$$

where $\rho_{1}, \ldots, \rho_{m}$ are real numbers and they have the same sign; $a_{1}, \ldots, a_{m} \in \partial B_{R}(0)$. Thus

$$
u_{0}(x)=\sum_{i=1}^{m} \rho_{i} \frac{R^{2}-|x|^{2}}{\omega_{d} R\left|x-a_{i}\right|^{d}}
$$

Obviously, if $\rho_{i}$ are all positive, then $u_{0}(x)$ is always positive on the ball $B_{R}(0)$. Moreover, since

$$
\left|x-a_{i}\right| \geq\left|\left|a_{i}\right|-|x|\right|=R-|x|
$$

we see

$$
0 \leq u_{0}(x)=\sum_{i=1}^{m} \rho_{i} \frac{(R-|x|)(R+|x|)}{\omega_{d} R\left|x-a_{i}\right|^{d-1}\left|x-a_{i}\right|} \leq C \sum_{i=1}^{m} \frac{1}{\left|x-a_{i}\right|^{d-1}}
$$

This means that if $\phi$ is linear combination of the Dirac point mass measures, then $u_{0}(x)$ satisfies (3.3) with $\alpha=d-1$.

Now we state the main theorem of the paper.
Theorem 3.8. Let $\sum_{i=1}^{d} H_{i}>d-2$ and let the hypotheses 3.1 and 3.6 be satisfied. Then we have the following statements.
(1) There is a unique mild solution in $\mathbb{W}$ to the equation (1.2).
(2) There is a $\lambda_{0}>0$ such that for any $x \in \mathrm{D}$, the solution $u(x)$ is in $\mathbb{W}_{\lambda_{0}}$.
(3) If in addition, the hypothesis 3.2 is satisfied and $\left|u_{0}(x)\right| \geq c>0$, then there is a $\lambda_{1}>0$ such that for any $x \in \mathrm{D}$, the solution $u(x)$ is not in $\mathbb{W}_{\lambda_{1}}$.
Remark 3.9. Let us emphasize that from part (3) of the above theorem we see that for any $x \in \mathrm{D}$, the solution $u(x)$ is not square integrable.

## 4. Proof

In this section we give proof to the main theorem presented at the end of previous section. We only deal with the case $d \geq 3$. The case $d=2$ is completely analogous.

Without loss of generality we may assume that $0 \leq u_{0}(x) \leq C|x|^{-\alpha}$ for some $\alpha<d$. In fact, for the upper bound we shall bound $u_{0}(x)$ by $\left|u_{0}(x)\right|$, which satisfies $0 \leq\left|u_{0}(x)\right| \leq$ $\leq C|x|^{-\alpha}$ by hypothesis 3.6. The assumption that $u_{0}(x) \geq 0$ for some $\alpha<\bar{d}$ is for the lower bound and we make this assumption at the beginning of the proof to simplify the presentation.

If $u$ is a mild solution to (1.2), namely, if $u$ satisfies

$$
u(x)=u_{0}(x)+\int_{\mathrm{D}} G(x, y) u(y) d W(y)
$$

where

$$
u_{0}(x)=\int_{\partial \mathrm{D}} \frac{\partial G}{\partial n_{y}}(x, y) \phi(y) d S_{y}
$$

then we can use $u(y)=u_{0}(y)+\int_{\mathrm{D}} G(y, z) u(z) d W(z)$ to substitute the above $u(y)$ to obtain

$$
\begin{aligned}
u(x) & =u_{0}(x)+\int_{\mathrm{D}} G(x, y) u(y) d W(y)= \\
& =u_{0}(x)+\int_{\mathrm{D}} G(x, y) u_{0}(y) d W(y)+\int_{\mathrm{D}^{2}} G(x, y) G(y, z) u(z) d W(y) d W(z)
\end{aligned}
$$

Continuing this way we obtain the chaos expansion of $u(x)$ as

$$
\begin{equation*}
u(x)=u_{0}(x)+\sum_{n=1}^{\infty} u_{n}=u_{0}(x)+\sum_{n=1}^{\infty} u_{n} \tag{4.1}
\end{equation*}
$$

where $u_{n}=I_{n}\left(f_{n}(x)\right)=I_{n}\left(\hat{f}_{n}(x)\right)$ and

$$
\begin{equation*}
f_{n}\left(x ; y_{1}, \ldots, y_{n}\right)=G\left(x-y_{1}\right) G\left(y_{1}-y_{2}\right) \ldots G\left(y_{n-1}-y_{n}\right) u_{0}\left(y_{n}\right) \tag{4.2}
\end{equation*}
$$

or its symmetrization [7]:

$$
\hat{f}_{n}\left(x ; y_{1}, \ldots, y_{n}\right)=\frac{1}{n!} \sum_{\sigma} f_{n}\left(x ; y_{\sigma(1)}, \ldots, y_{\sigma(n)}\right)
$$

where $\sigma$ is a permutation of $\{1,2, \ldots, n\}$.
To prove the theorem it suffices to prove parts (2) and (3) of the theorem. This can be achieved once we obtain the precise bound of $\mathrm{E}\left(u_{n}^{2}\right)$. Now we are going to compute $\mathrm{E}\left(u_{n}^{2}\right)$. Recalling the definition of $\phi(y, z):=\phi_{H}(y, z)$ defined by (2.1) and the Itô isometry (2.5) we have

$$
\mathrm{E}\left(u_{n}^{2}\right)=n!\int_{\mathrm{D}^{2 n}} \hat{f}_{n}\left(x ; y_{1}, \ldots, y_{n}\right) \hat{f}_{n}\left(x ; z_{1}, \ldots, z_{n}\right) \prod_{i=1}^{n} \phi\left(y_{i}, z_{i}\right) d y d z
$$

Since $\phi$ is positive definite, we have

$$
\begin{aligned}
\mathrm{E}\left(u_{n}^{2}\right) & \leq n!\int_{\mathrm{D}^{2 n}} f_{n}\left(x ; y_{1}, \ldots, y_{n}\right) f_{n}\left(x ; z_{1}, \ldots, z_{n}\right) \prod_{i=1}^{n} \phi\left(y_{i}, z_{i}\right) d y d z \leq \\
& \leq n!\int_{\mathrm{D}^{2 n}}\left|f_{n}\left(x ; y_{1}, \ldots, y_{n}\right)\right|\left|f_{n}\left(x ; z_{1}, \ldots, z_{n}\right)\right| \prod_{i=1}^{n} \phi\left(y_{i}, z_{i}\right) d y d z
\end{aligned}
$$

Now using hypothesis 3.1 and denoting $y_{0}=x$ we have

$$
\begin{aligned}
\mathrm{E}\left(u_{n}^{2}\right) \leq & n!C^{n} \int_{\mathrm{D}^{2 n}} \prod_{i=1}^{n}\left|y_{i-1}-y_{i}\right|^{2-d}\left|u_{0}\left(y_{n}\right)\right| \times \\
& \times \prod_{i=1}^{n}\left|z_{i-1}-z_{i}\right|^{2-d}\left|u_{0}\left(z_{n}\right)\right| \prod_{i=1}^{n} \phi\left(y_{i}, z_{i}\right) d y d z \leq \\
\leq & n!C^{n} \int_{\mathrm{D}^{2 n}} \prod_{i=1}^{n}\left|y_{i-1}-y_{i}\right|^{2-d}\left|y_{n}\right|^{-\alpha} \prod_{i=1}^{n}\left|z_{i-1}-z_{i}\right|^{2-d}\left|z_{n}\right|^{-\alpha} \prod_{i=1}^{n} \phi\left(y_{i}, z_{i}\right) d y d z
\end{aligned}
$$

Using $a_{1}+a_{2}+\ldots+a_{d} \geq a_{1}^{\alpha_{1}} \ldots \alpha_{d}^{\alpha_{d}}$ for any positive $a_{1}, \ldots, a_{d}$ and any positive $\alpha_{1}, \ldots, \alpha_{d}$ such that $\alpha_{1}+\ldots+\alpha_{d}=1$, we have

$$
\begin{aligned}
\mathrm{E}\left(u_{n}^{2}\right) \leq & n!C^{n} \int_{\mathrm{D}^{2 n}} \prod_{j=1}^{d} \prod_{i=1}^{n}\left|y_{i-1}^{j}-y_{i}^{j}\right|^{(2-d) \alpha_{j}}\left|y_{n}^{j}\right|^{-\alpha / d} \times \\
& \times \prod_{i=1}^{n}\left|z_{i-1}^{j}-z_{i}^{j}\right|^{(2-d) \alpha_{j}}\left|z_{n}^{j}\right|^{-\alpha / d} \prod_{i=1}^{n} \phi\left(y_{i}, z_{i}\right) d y d z .
\end{aligned}
$$

Let $R>0$ be a positive number such that $\mathrm{D} \subseteq[-R, R]^{d}$. Then

$$
\begin{align*}
\mathrm{E}\left(u_{n}^{2}\right) \leq & n!C^{n} \int_{[-R, R]^{2 n d}} \prod_{j=1}^{d} \prod_{i=1}^{n}\left|y_{i-1}^{j}-y_{i}^{j}\right|^{(2-d) \alpha_{j}}\left|y_{n}^{j}\right|^{-\alpha / d} \times \\
& \times \prod_{i=1}^{n}\left|z_{i-1}^{j}-z_{i}^{j}\right|^{(2-d) \alpha_{j}}\left|z_{n}^{j}\right|^{-\alpha / d} \prod_{i=1}^{n} \phi\left(y_{i}, z_{i}\right) d y d z \leq \\
\leq & n!C^{n} \prod_{j=1}^{d} \Theta_{j} \tag{4.3}
\end{align*}
$$

where

$$
\begin{aligned}
\Theta_{j}= & \int_{[-R, R]^{2 n}} \prod_{i=1}^{n}\left|y_{i-1}^{j}-y_{i}^{j}\right|^{(2-d) \alpha_{j}}\left|y_{n}^{j}\right|^{-\alpha / d} \times \\
& \times \prod_{i=1}^{n}\left|z_{i-1}^{j}-z_{i}^{j}\right|^{(2-d) \alpha_{j}}\left|z_{n}^{j}\right|^{-\alpha / d} \prod_{i=1}^{n} \phi_{H_{j}}\left(y_{i}^{j}, z_{i}^{j}\right) d y^{j} d z^{j}
\end{aligned}
$$

Now by the famous Hardy-Littlewood type inequality obtained in Memin, Mishura and Valkeila [16] (we use in fact the multi dimensional version [10, Inequality (2.4)]) we have

$$
\Theta_{j} \leq C^{n}\left\{\int_{[-R, R]^{n}} \prod_{i=1}^{n}\left|y_{i-1}^{j}-y_{i}^{j}\right|^{\frac{(2-d) \alpha_{j}}{H_{j}}}\left|y_{n}^{j}\right|^{-\frac{\alpha}{d H_{j}}} d y^{j}\right\}^{2 H_{j}}
$$

For any $\beta_{1}, \beta_{2} \in(-1, \infty)$ we have

$$
\begin{align*}
\int_{-1}^{1}|y|^{\beta_{1}}|x-y|^{\beta_{2}} & =x^{1+\beta_{1}+\beta_{2}} \int_{-x}^{x}|u|^{\beta_{1}}|1-u|^{\beta_{2}} \leq \\
& \leq|x|^{1+\beta_{1}+\beta_{2}} \int_{-1}^{1}|u|^{\beta_{1}}|1-u|^{\beta_{2}} d u \leq C|x|^{1+\beta_{1}+\beta_{2}} \quad \forall x \in(0,1] \tag{4.4}
\end{align*}
$$

Let

$$
\begin{equation*}
\frac{(2-d) \alpha_{j}}{H_{j}}>-1, \quad \text { or } \quad H_{j} \geq(d-2) \alpha_{j} \tag{4.5}
\end{equation*}
$$

The above inequality (4.4) is also true when $x$ is $[-1,0)$. If (4.5) is satisfied, then (4.4) yields

$$
\Theta_{j} \leq C_{\mathrm{D}}^{n}
$$

for some constant $C_{D}$ depending on the domain D. Therefore we have from (4.3)

$$
\begin{equation*}
\mathrm{E}\left(u_{n}^{2}\right) \leq n!C_{\mathrm{D}}^{n} \tag{4.6}
\end{equation*}
$$

If $\sum_{i=1}^{d} H_{i}>d-2$ we can find $\alpha_{i} \in(0,1), i=1, \ldots, d$ such that (4.5) holds true, which implies the part (2) of the theorem.

Now we turn to prove part (3) of the theorem. We use

$$
\begin{align*}
\mathrm{E}\left(u_{n}^{2}\right) & =n!\int_{\mathrm{D}^{2 n}} \hat{f}_{n}\left(x ; y_{1}, \ldots, y_{n}\right) \hat{f}_{n}\left(x ; z_{1}, \ldots, z_{n}\right) \prod_{i=1}^{n} \phi\left(y_{i}, z_{i}\right) d y d z= \\
& =\sum_{\sigma} \int_{\mathrm{D}^{2 n}} f_{n}\left(x ; y_{1}, \ldots, y_{n}\right) f_{n}\left(x ; z_{\sigma(1)}, \ldots, z_{\sigma(n)}\right) \prod_{i=1}^{n} \phi\left(y_{i}, z_{i}\right) d y d z \tag{4.7}
\end{align*}
$$

Since the Green's function is negative (see e.g. [4, Proposition 1.21]) $f_{n}\left(x, y_{1}, \ldots, y_{n}\right)$ and $f_{n}\left(x ; z_{\sigma(1)}, \ldots, z_{\sigma(n)}\right)$ have the same sign. Moreover, we also know from its explicit
expression that $\phi_{H}\left(y_{i}, z_{i}\right)$ are also positive. This means that the integrand in (4.7):

$$
f_{n}\left(x ; y_{1}, \ldots, y_{n}\right) f_{n}\left(x ; z_{\sigma(1)}, \ldots, z_{\sigma(n)}\right) \prod_{i=1}^{n} \phi\left(y_{i}, z_{i}\right)
$$

is always positive. Thus

$$
\begin{align*}
\mathrm{E}\left(u_{n}^{2}\right) & \geq n!\min _{\sigma} \int_{\mathrm{D}^{2 n}} f_{n}\left(x ; y_{1}, \ldots, y_{n}\right) f_{n}\left(x ; z_{\sigma(1)}, \ldots, z_{\sigma(n)}\right) \prod_{i=1}^{n} \phi\left(y_{i}, z_{i}\right) d y d z \geq \\
& \geq n!\min _{\sigma} \int_{\mathrm{D}_{0}^{2 n}} f_{n}\left(x ; y_{1}, \ldots, y_{n}\right) f_{n}\left(x ; z_{\sigma(1)}, \ldots, z_{\sigma(n)}\right) \prod_{i=1}^{n} \phi\left(y_{i}, z_{i}\right) d y d z \geq \\
& \geq n!C^{n} \min _{\sigma} \int_{\mathrm{D}_{0}^{2 n}} \prod_{i=1}^{n}\left|y_{i-1}-y_{i}\right|^{2-d}\left|z_{\sigma(i-1)}-z_{\sigma(i)}\right|^{2-d} \prod_{i=1}^{n} \phi\left(y_{i}, z_{i}\right) d y d z \tag{4.8}
\end{align*}
$$

Since $\mathrm{D}_{0}$ is a nonempty open set, it must contain a square $\left\{x ; \max _{1 \leq i \leq d}\left|x_{i}-a_{i}\right| \leq \rho\right\}$ for some $a=\left(a_{1}, \ldots, a_{d}\right) \in \mathbb{R}^{d}$ and $\rho>0$.

Denote the square

$$
\mathrm{D}_{\rho}=\left\{x ; \max _{1 \leq i \leq d}\left|x_{i}-a_{i}\right| \leq \rho\right\}
$$

If $\rho$ is sufficiently small, then for $y_{i} \in \mathrm{D}_{\rho}$,

$$
\left|y_{i-1}-y_{i}\right|=\left|y_{i-1}-a-\left(y_{i}-a\right)\right| \leq\left|y_{i-1}-a\right|+\left|y_{i}-a\right| \leq 2 \sqrt{d} \rho \leq 1
$$

In the same way we see that if both $y_{i}$ and $z_{i}$ are in $\mathrm{D}_{\rho}$, then

$$
\phi\left(y_{i}, z_{i}\right) \geq C_{H}^{n} .
$$

Then we have from (4.8)

$$
\begin{align*}
\mathrm{E}\left(u_{n}^{2}\right) & \geq n!C^{n} \min _{\sigma} \int_{\mathrm{D}_{\rho}^{2 n}} \prod_{i=1}^{n}\left|y_{i-1}-y_{i}\right|^{2-d}\left|z_{\sigma(i-1)}-z_{\sigma(i)}\right|^{2-d} \prod_{i=1}^{n} \phi\left(y_{i}, z_{i}\right) d y d z \geq \\
& \geq n!C^{n} \min _{\sigma} \int_{\mathrm{D}_{\rho}^{2 n}} d y d z=n!C_{\rho}^{n} \tag{4.9}
\end{align*}
$$

where $C_{\rho}$ is a strictly positive constant. This proves part (3) of Theorem 3.8.

## 5. One-dimensional case

In this section we shall discuss one-dimensional case $d=1$. In this case the Schrödinger equation becomes

$$
\left\{\begin{array}{l}
u^{\prime \prime}(x)=u \diamond \dot{W}(x), \quad a<x<b  \tag{5.1}\\
u(a)=\lambda, u(b)=\mu
\end{array}\right.
$$

where $a, b, \lambda, \mu$ are given constants and $W$ is a one parameter fractional Brownian motion of the Hurst parameter $H>1 / 2$. A direct integration yields that the mild solution satisfies

$$
u(x)=\int_{a}^{b} G(x, y) u(y) d W(y)+u_{0}(x)
$$

where

$$
\left\{\begin{array}{l}
G(x, y)=(x-y) I_{(a, x)}(y)-\frac{x-a}{b-a}(b-y) \\
u_{0}(x)=\lambda+\frac{x-a}{b-a}(\mu-\lambda)
\end{array}\right.
$$

It is easy to verify that the hypotheses $3.1,3.2$ and 3.6 are satisfied. Thus Theorem 3.8 holds true for one-dimensional case as well. We can state

Theorem 5.1. (1) There is a $\lambda_{0}>0$ such that for any $x \in(a, b)$, the solution $u(x)$ to (5.1) is in $\mathbb{W}_{\lambda_{0}}$.
(2) If one of $\lambda$ or $\mu$ is nonzero, then there is $a \lambda_{1}>0$ such that for any $x \in \mathrm{D}$, the solution $u(x)$ to (5.1) is not in $\mathbb{W}_{\lambda_{1}}$.

On the other hand, we may replace the boundary conditions $u(a)=\lambda$ and $u(b)=\mu$ by initial conditions. Thus we are led to consider

$$
\left\{\begin{array}{l}
u^{\prime \prime}(x)=u \diamond \dot{W}(x), \quad a<x<\infty  \tag{5.2}\\
u(a)=\lambda, \quad u^{\prime}(a)=v
\end{array}\right.
$$

The mild solution is now given by

$$
\begin{equation*}
u(x)=\int_{a}^{x} G(x, y) u(y) d W(y)+u_{0}(x) \tag{5.3}
\end{equation*}
$$

where

$$
\begin{equation*}
G(x, y)=x-y, \quad u_{0}(x)=\nu(x-a)+\lambda . \tag{5.4}
\end{equation*}
$$

Thus the unique mild solution to (5.2) is given by

$$
u(x)=\sum_{n=0}^{\infty} I_{n}\left(f_{n}(x)\right)
$$

where $f_{n}(x)$ is given by (denoting $x_{0}=x$ )

$$
f_{n}\left(x, x_{1}, \ldots, x_{n}\right)=\prod_{i=1}^{n} G\left(x_{i-1}, x_{i}\right) u_{0}\left(x_{n}\right)
$$

and
$I_{n}\left(f_{n}(x)\right)=\int_{a<x_{n} \ldots<x_{1}<x} G\left(x-x_{1}\right) G\left(x_{1}, x_{2}\right) \ldots G\left(x_{n-1}, x_{n}\right) u_{0}\left(x_{n}\right) d W\left(x_{n}\right) \ldots d W\left(x_{1}\right)$.
Before computing $\mathrm{E}\left[I_{n}\left(f_{n}(x)\right)^{2}\right]$, let us state an elementary lemma from [8].
Lemma 5.2. For any integer $n \geq 1$ let $\alpha_{i} \in(-1, \infty), i=1,2, \ldots, n$, and denote $|\alpha|=\sum_{i=1}^{n} \alpha_{i}$. Then there is a constant $c>0$, independent of $n$, such that

$$
\begin{equation*}
\int_{a<x_{1}<\ldots<x_{n}<b} \prod_{i=1}^{n}\left(x_{i}-x_{i-1}\right)^{\alpha_{i}} d x_{1} \ldots x_{n} \leq \frac{c^{n}(b-a)^{|\alpha|+n}}{\Gamma(|\alpha|+n+1)} \tag{5.5}
\end{equation*}
$$

where by convention, we set $x_{0}=a$.
In fact, in [8] the above lemma is stated for $\alpha_{i} \in(-1,1)$. But it is easy to see that the inequality holds true for all $\alpha_{i} \in(-1, \infty)$ which we shall need in the following.

From the inequality (4.3) we see

$$
\begin{align*}
\mathrm{E}\left[I_{n}\left(f_{n}(x)\right)^{2}\right] & \leq n!\left(\int_{a<x_{n} \ldots<x_{1}<x}\left|f_{n}\left(x, x_{1}, \ldots, x_{n}\right)\right|^{\frac{1}{H}} d x_{n} \ldots d x_{1}\right)^{2 H} \leq \\
& \leq n![|v|(b-a)+|\lambda|]^{2}\left(\left.\int_{a<x_{n} \ldots<x_{1}<x} \prod_{i=1}^{n} G\left(x_{i-1}, x_{i}\right)\right|^{\frac{1}{H}} d x_{n} \ldots d x_{1}\right)^{2 H}= \\
& =n![|v|(b-a)+|\lambda|]^{2}\left(\int_{a<x_{n} \ldots<x_{1}<x} \prod_{i=1}^{n}\left|x_{i-1}-x_{i}\right|^{\frac{1}{H}} d x_{n} \ldots d x_{1}\right)^{2 H} \leq \\
& \leq n!C^{n}[|v|(b-a)+|\lambda|]^{2}\left(\frac{(x-a)^{\frac{1+H}{H} n}}{\Gamma\left(\left(1+\frac{1}{H}\right) n+1\right.}\right)^{2 H} \leq \\
& \leq \frac{C^{n}(x-a)^{(2+2 H) n}[|v|(b-a)+|\lambda|]^{2}}{\Gamma((1+2 H) n+1)} \tag{5.6}
\end{align*}
$$

where the last inequality follows from the Stirling formula. From the hypercontractivity [7], we have for any $p>2$,

$$
\begin{aligned}
\|u(x)\|_{p} & :=\left(\mathrm{E}|u(x)|^{p}\right)^{1 / p} \leq \\
& \leq \sum_{n=0}^{\infty}\left\|I_{n}\left(f_{n}(x)\right)\right\|_{p} \leq \\
& \leq \sum_{n=0}^{\infty}(p-1)^{n / 2}\left\|I_{n}\left(f_{n}(x)\right)\right\|_{2} \leq \\
& \leq \sum_{n=0}^{\infty} p^{n / 2}[|v|(b-a)+|\lambda|] \frac{C^{n}(x-a)^{(1+H) n}}{\Gamma\left(\left(\frac{1}{2}+H\right) n+1\right)} \leq \\
& \leq C[|v|(b-a)+|\lambda|] \exp \left[c(x-a)^{\frac{2+2 H}{1+2 H}} p^{\frac{1}{1+2 H}}\right]
\end{aligned}
$$

where the last inequality follows from the asymptotic property of the Mittag-Leffler function. Summarizing we have

Theorem 5.3. The mild solution to (5.2) is in $L^{p}$ for any $p \geq 1$ and there are universal positive constants $c$ and $C$, independent of $x, a, b$ and $p$ such that

$$
\begin{equation*}
\mathrm{E}|u(x)|^{p} \leq C[|\boldsymbol{v}|(b-a)+|\lambda|]^{p} \exp \left[c(x-a)^{\frac{2+2 H}{1+2 H}} p^{\frac{2+2 H}{1+2 H}}\right], \quad \forall p \geq 1 \tag{5.7}
\end{equation*}
$$
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## РІВНЯННЯ ШРЕДІНГЕРА З ГАУССІВСЬКИМ ПОТЕНЦІАЛОМ

## Я. XY

Анотацяя. У роботі досліджується рівняння Шредінгера із дробовим гауссівським шумовим потенціалом вигляду $\Delta u(x)=u(x) \diamond W(x), x \in \mathrm{D}, u(x)=\phi(x), x \in \partial \mathrm{D}$, де $\Delta$ - Лапласіан у $d$-вимірному евклідовому просторі $\mathbb{R}^{d}, \mathrm{D} \subseteq \mathbb{R}^{d}$ - задана область із гладкою межею $\partial \mathrm{D}, \phi$ - задана функція на межі $\partial \mathrm{D}, \dot{W}$ - дробовий гауссівський шум із параметрами Хюрста $\left(H_{1}, \ldots, H_{d}\right), \diamond$ позначає добуток Віка. Знайдено сім'ю просторів розподілів ( $\mathbb{W}_{\lambda}, \lambda>0$ ), із властивістю $\mathbb{W}_{\lambda} \subseteq \mathbb{W}_{\mu}$ при $\lambda \leq \mu$, таку, що за умови $\sum_{i=1}^{d} H_{i}>d-2$, існує єдиний розв'язок у $\mathbb{W}_{\lambda_{0}}$, коли $\lambda_{0}$ - достатньо велике, та розв'язок не належить до $\mathbb{W}_{\lambda_{1}}$, коли $\lambda_{1}$ - достатньо мале.

## УРАВНЕНИЕ ШРЕДИНГЕРА С ГАУССОВСКИМ ПОТЕНЦИАЛОМ

## Я. ХУ

Аннотация. В работе исследуется уравнение Шредингера с дробным гауссовским шумовым потенциалом вида $\Delta u(x)=u(x) \diamond \dot{W}(x), x \in \mathrm{D}, u(x)=\phi(x), x \in \partial \mathrm{D}$, где $\Delta-$ Лапласиан в $d$-мерном евклидовом пространстве $\mathbb{R}^{d}, \mathrm{D} \subseteq \mathbb{R}^{d}$ - заданная область з гладкой границей $\partial \mathrm{D}$, ф- заданная функция на границе $\partial \mathrm{D}, \dot{W}$ - дробный гауссовский шум с параметрами Хюрста $\left(H_{1}, \ldots, H_{d}\right)$, $\diamond$ обозначает произведение Вика. Найдено семейство пространств распределений ( $\mathbb{W}_{\lambda}, \lambda>0$ ), со свойством $\mathbb{W}_{\lambda} \subseteq \mathbb{W}_{\mu}$ при $\lambda \leq \mu$, такое, что при условии $\sum_{i=1}^{d} H_{i}>d-2$, существует единственное решение в $\mathbb{W}_{\lambda_{0}}$, когда $\lambda_{0}$ - достаточно большое, и решение не принадлежит $\mathbb{W}_{\lambda_{1}}$, когда $\lambda_{1}$ - достаточно мало.

