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#### Abstract

The one-dimensional quantum Ising model (1D QIM) simply shows quantum phase transitions (QPTs) at the nearest neighbor interactions in a constant magnetic field. Many methods have been heretofore devised to accurately solve 1D QIM. Here, by employing the continuous unitary transformation as a new analytical method for solving many-particle systems, 1D QIM is first solved in the case of a constant transverse magnetic field and a regular variable (periodic) transverse magnetic field. As expected, the critical exponents obtained from the accurate solution to these two models are the same as continuous unitary transformation's results. Moreover, through the Padé approximation and the high-temperature series expansion, we study the susceptibility of an Ising zero-field system to the antiferromagnetic interaction on a kagome lattice. In this model, by assigning various values to the antiferromagnetic interaction constant, the phase transition appears for $J_{\mathrm{AF}} / J_{\mathrm{F}}>-0.5$. According to the universality theory, such systems' critical exponent is well consistent with that in the Ising model.
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## 1. Introduction

The QIM with the nearest neighbor interaction in the constant transverse magnetic field $-J g \sigma_{n}^{x}$ is defined through [1]:
$H=-J \sum_{n}\left(g \sigma_{n}^{x}+\sigma_{n}^{z} \sigma_{n+1}^{z}\right)$,
where $J>0$ is the coupling constant of ferromagnetic interaction, $g>0$ is a dimensionless constant adjustable for creating a QPT in this model, and $\sigma_{n}^{x}$ and $\sigma_{n}^{z}$ are Pauli's matrices satisfying the commutative relation
$\left[\sigma_{n}^{\alpha}, \sigma_{m}^{\beta}\right]=2 i \delta_{n m} \varepsilon_{\alpha \beta \gamma} \sigma_{n}^{\gamma}$,
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where $\{\alpha, \beta, \gamma\}=\{x, y, z\}, \delta_{n m}$ is the Kronecker delta function, $\varepsilon_{\alpha \beta \gamma}$ is the Levi-Civita exponent, and the indices $m$ and $n$ denote sites. In this Hamiltonian, the constant magnetic field $-J g \sigma_{n}^{x}$ affects spin states along the $z$-axis and perturbs a spin regularity along this direction through inversing spins
$\sigma^{x}|\uparrow\rangle=|\downarrow\rangle, \quad \sigma^{x}|\downarrow\rangle=|\uparrow\rangle$.
The second term in (1) represents the ferromagnetic interaction between two neighboring spins. This term causes a magnetic order in the system. Therefore, the competition between the ferromagnetic coupling constants $J$ and the magnetic field $-J g \sigma_{n}^{x}$ determines this system's phase.

In the limit $g \gg 1$, the first term in (1) is dominant, and the system's ground state is almost the
paramagnetic state, in which spins are oriented along the directions $+x$ and $-x$ :

$$
\begin{align*}
& \left|\psi_{g s}\right\rangle=|\rightarrow\rangle|\rightarrow\rangle \ldots|\rightarrow\rangle|\rightarrow\rangle,  \tag{4}\\
& \left|\psi_{g s}\right\rangle=|\leftarrow\rangle|\leftarrow\rangle \ldots|\leftarrow\rangle|\leftarrow\rangle, \tag{5}
\end{align*}
$$

where it is expected that
$|\rightarrow\rangle=\frac{1}{\sqrt{2}}(|\uparrow\rangle+|\downarrow\rangle)$,
$|\leftarrow\rangle=\frac{1}{\sqrt{2}}(|\uparrow\rangle-|\downarrow\rangle)$.
In the limit $g \ll 1$, the first term in (1) is negligible in comparison with the second one such that the QIM Hamiltonian is reduced to $H \approx-J \sum_{n} \sigma_{n}^{z} \sigma_{n+1}^{z}$. In this limit, the system's ground state is almost ferromagnetic in which all the spins are along $+z$ and $-z$ :
$\left|\psi_{g s}\right\rangle=\prod_{n}|\uparrow\rangle_{n}$,
$\left|\psi_{g s}\right\rangle=\prod_{n}^{n}|\downarrow\rangle_{n}$.
It is evident that the system has a double degeneracy selecting only one of the above states as the ground state in the thermodynamic limit (symmetry spontaneous breaking). Accordingly, when the parameter $g$ is activated and increased from zero to the values much larger than 1 , a quantum phase transition occurs from ferromagnetic phase to paramagnetic phase at the critical point $g=g_{c}$.
The another point that the 1D QIMs in $-J g \sigma_{n}^{x}$ and $(-1)^{n} J g \sigma_{n}^{x}$ are simply converted to each other by a $180^{\circ}$ rotation for even and odd spins.
In this paper, this model in $-J g \sigma_{n}^{x}$ and $(-1)^{n} J g \sigma_{n}^{x}$ is precisely solved employing continuous unitary transformations (CUTs) [2-6], and its energy spectrum, quantum critical point $g_{c}$, and critical exponent $z \nu$ are obtained [14-20]. Since these two models are converted to each other under a $180^{\circ}$ rotation, it is expected that we obtain the same critical exponent by accurately solving these two models [9-13]. The Ising model is the simplest and most popular spin system of statistical mechanics. This model can appropriately describe various phenomena such as magnetic matters, gas-liquid coexistence, and bimetallic alloys. This model is used to study a system's phase transitions and was first proposed by Lenz and Ising in

1925 as a ferromagnetic model [33-37]. Ising showed in his PhD thesis that this model does not indicate any phase transition in one dimension [33, 38]. By the first calculations of zero-field free energy in 1944 and the calculation of simultaneous magnetization in 1952, this model's second-order phase transition was proved in two dimensions [37]. The 1D and 2D solutions (in the absence of external fields) to the Ising model can be used to determine the critical exponents of the systems belonging to these two universality classes. Based on the universality theory, the 2D Ising model critical exponents with first-neighbor interactions are the same as those obtained from exactly solving the square-lattice Ising model [39-42].

## 2. Continuous Unitary Transformations

In 1994, the continuous unitary transformation (or flow equations) method was devised and proposed in the fundamental particle physics by Glazek and Wilson [2] and separately in condensed matter physics by Wegner [3]. The main idea of this method is to use an infinite number of ultrafine unitary transformations that rescale the Hamiltonian's parameters, and the system's Hilbert-space dimension remains completely unchanged [21-23].
In this method, an infinite number of ultrafine unitary transformations are required to diagonalize the Hamiltonian matrix, and a generator is required to generate unitary matrices. If $U(B)$ is the unitary transformation matrix and $B$ is the flow parameter, the transformed Hamiltonian of the system is obtained as
$H(B)=U(B) H U(B)^{\dagger}$.
By differentiating (10) with respect to $B$, the Hamiltonian evolution of $H(B)$ can be rewritten as the differential equation given below (flow equation) $[4,5]:$
$\frac{d H(B)}{d B}=[\eta(B), H(B)]$,
where
$\eta(B)=\frac{d U(B)}{d B} U(B)^{\dagger}=-\eta(B)^{\dagger}$,
$\eta(B)$ is anti-Hermitian, and represents the unitary matrix generator. A selection for $\eta(B)$ is defined as $\eta(B)=\left[H_{d}, H_{n d}\right][4,5]$, where $H_{d}$ and $H_{n d}$ denote the
diagonal and non-diagonal parts of the Hamiltonian, respectively. In this method, because the aim is to diagonalize the Hamiltonian under an infinite number of unitary transformations, the non-diagonal part of the Hamiltonian tends to zero as $B \rightarrow \infty$, and the rescaled diagonal part of the Hamiltonian will only remain [24-32].
Another point is that, to obtain the expected values of operators by this method, it is enough to calculate the operators' flow:
$\frac{d O(B)}{d B}=[\eta(B), O(B)]$.
Then, using the final eigenstates of the flow Hamiltonian $H(B=\infty)$, the expected values of the operators are obtained [4] as
$\langle O(B=0)\rangle_{g s}^{B=0}=\left\langle\Psi_{g s}\right| O(B=0)\left|\Psi_{g s}\right\rangle=$
$=\left\langle\Psi_{g s}\right| U^{\dagger}(\infty) U(\infty) O(B=0) U^{\dagger}(\infty) U(\infty)\left|\Psi_{g s}\right\rangle=$
$=\left\langle\Psi_{g s}\right| U^{\dagger}(\infty) O(B=0) U(\infty)\left|\Psi_{g s}\right\rangle=$
$=\langle O(B=0)\rangle_{g s}^{B=\infty}$.
In comparison with other methods such as the renormalization group and perturbation theory, the Hilbert-space dimension remains completely in this method (contrary to the renormalization group), and this method can be used for strongly/weakly correlated systems (in contrast with the perturbation method, in which there must be a weak coupling parameter in the system's Hamiltonian). This method is also able to investigate the time evolution of a system [7, 33-42].

## 3. Accurate Solution of QIM in $-J g \sigma_{n}^{x}$ Using CUTs

The QIM Hamiltonian in the constant transverse magnetic field $-J g \sigma_{n}^{x}$ is given by
$H=-J \sum_{n}\left(g \sigma_{n}^{x}+\sigma_{n}^{z} \sigma_{n+1}^{z}\right)$.
To accurately solve this model through CUTs, first by using Wigner-Jordan transformations [8]
$\sigma_{n}^{x}=1-2 c_{n}^{\dagger} c_{n}$.
$\sigma_{n}^{z}=-\prod_{m<n}\left(1-2 c_{m}^{\dagger} c_{m}\right)\left(c_{n}^{\dagger}+c_{n}\right)$
and the Fourier transformation
$c_{k}=\frac{1}{\sqrt{N}} \sum_{n} e^{i k n a} c_{n}$,
Eq. (15) is transformed into the spinless fermion form:
$H=H_{d}+H_{n d}$,
$H_{d}=J \sum_{k}\left\{2[g-\cos (k a)] c_{k}^{\dagger} c_{k}-g\right\}$,
$H_{n d}=i J \sum_{k} \sin (k a)\left(c_{-k}^{\dagger} c_{k}^{\dagger}-c_{-k} c_{k}\right)$.
In CUTs, since, for each component of the Hamiltonian matrix $H$, there is a flow, in which non-diagonal components tend to zero at the large enough values of $B$, all the coupling constants in (19) must be considered dependent on the momentum index. Doing so, in fact, there will be a particular series of coupling constants for each component of the Hamiltonian matrix. Because the flow varies in different components of the Hamiltonian matrix and depends on their energy, the flowing Hamiltonian is defined as
$H(B)=H_{d}(B)+H_{n d}(B)$,
$H_{d}(B)=\sum_{k} J_{k}(B)\left\{2\left[g_{k}(B)-\cos (k a)\right] c_{k}^{\dagger} c_{k}-g_{k}(B)\right\}$,
$H_{n d}(B)=i \sum_{k} J_{k}(B) \sin (k a)\left(c_{-k}^{\dagger} c_{k}^{\dagger}-c_{-k} c_{k}\right)$.
Employing the commutator of diagonal and nondiagonal Hamiltonian parts, the generator of CUTs is obtained as (we neglect to write the dependence of constants and parameters on $B$, for simplification):
$\eta(B)=2 i \sum_{k} J_{k}\left(J_{k}+J_{-k}\right) \times$
$\times\left(g_{k}-\cos (k a)\right)\left(c_{-k}^{\dagger} c_{k}^{\dagger}-c_{-k} c_{k}\right)$.
Using this generator, the differential equations exhibiting the rescale of Hamiltonian's constants can be calculated as
$\left[\eta_{k}, H_{d}\right]=-4 i \sum_{k}\left\{J_{k}\left(J_{k}+J_{-k}\right) \times\right.$


Fig. 1. Single-particle energies vs $k$ for $g=0.5,1,1.5,2.0$, 2.5 , and 3.0. Minimum energy gap at $g=1$ and $k=0$
$\times\left(g_{k}-\cos (k a)\right) \sin (k a)\left\{J_{-k}\left(g_{-k}-\cos (k a)\right)+\right.$
$\left.\left.+J_{k}\left(g_{k}-\cos (k a)\right)\right\}\left(c_{-k}^{\dagger} c_{k}^{\dagger}+c_{-k} c_{k}\right)\right\}$,
$\left[\eta_{k}, H_{n d}\right]=-4 i \sum_{k}\left\{J_{k}\left(J_{k}+J_{-k}\right) \times\right.$
$\times\left(g_{k}-\cos (k a)\right) \sin (k a)\left\{J_{-k} \sin (-k a)+\right.$
$\left.\left.+J_{k} \sin (k a)\right\}\left(c_{k}^{\dagger} c_{k}+c_{-k}^{\dagger} c_{-k}-1\right)\right\}$.
Now, considering commutators (26) and (27), the flow equations can be obtained by equalizing the operators' coefficients on both sides of (10):
$\frac{d}{d B}\left\{J_{k}\left(g_{k}-\cos (k a)\right)\right\}=2\left(J_{k}+J_{-k}\right)^{2} \sin (k a)^{2} \times$
$\times\left\{J_{-k}\left(g_{-k}-\cos (k a)\right)+J_{k}\left(g_{k}-\cos (k a)\right)\right\}$,
$\frac{d J_{k}}{d B}=-4 J_{k}\left(J_{k}+J_{-k}\right) \times$
$\times\left\{J_{-k}\left(g_{-k}-\cos (k a)\right)+J_{k}\left(g_{k}-\cos (k a)\right)\right\}$.
Regarding (28) and (29), if $k \rightarrow-k$, then $J_{-k}=J_{k}$ and $g_{-k}=g_{k}$. This result simplifies the differential equations. Equations (28) and (29) actually indicate the rescale of the parameters $J$ and $g$ in the

1D quantum Ising Hamiltonian. By simultaneously solving them and applying $J_{k}(B=0)=J$ and $g_{k}(B=0)=g$, we have
$\lim _{B \rightarrow 0}\left\{J_{k}\left(g_{k}-\cos (k a)\right)\right\}= \pm 2 J \sqrt{g^{2}-2 g \cos (k a)+1}$,
$\lim _{B \rightarrow \infty} J_{k}(B) \rightarrow 0$.
As is evident in (30) and (31), the coupling constant $J$ approaches zero at the large enough values of $B$; consequently, the non-diagonal part of the Hamiltonian disappears. This means that the coefficient $2 J(g-\cos (k a))$ is inserted and rescales the Hamiltonian's diagonal term to a new value. Using (30) and (31), the flowing Hamiltonian (diagonalized Hamiltonian) is obtained as
$\tilde{H}=\sum_{k} \varepsilon_{k}\left(c_{k}^{\dagger} c_{k}-\frac{1}{2}\right)$,
where $\tilde{H}=H(B=\infty)$, and
$\varepsilon_{k}= \pm 2 J_{0} \sqrt{g_{0}^{2}-2 g_{0} \cos (k a)+1}$
represents single-particle energies (SPEs) that were calculated by a different method in [1] (Fig. 1). The ground-state total energy and the first-excited energy are calculated to investigate QPT and to obtain the phase-transition critical point in this model. If we assume that there are only positive (negative) singleparticle energies, there will not be any fermion (there will be full of fermions) in the ground eigenstate. Therefore, considering the flowing Hamiltonian (32), the ground-state energy is equal to
$E_{g s}=\frac{-1}{2} \sum_{k}\left|\varepsilon_{k}\right|$.
On the other hand, the excited states are created by occupying single-particle states (to empty singleparticle states). Accordingly, the first excited state is created when a particle with the lowest singleparticle energy occupies (empties) one of the singleparticle states in the system's ground state. So the first-excited energy is obtained from: $E_{1 \mathrm{ex}}=E_{g s}+$ $+2 J|g-1|$.

The diagrams of the ground-state and first-excited energies are plotted in Fig. 2. As observed, the energy gap is zero at $g_{c}=1$, and the first-excited energy is tangent to the ground-state energy. Since there is a singularity in the higher-order derivatives of the ground-state energy with respect to the coupling constant $g$ (Fig. 3), the phase transition in this system is a second-order QPT from ferromagnetic phase to paramagnetic phase. Considering (33) and the fact that the energy gap exponentially tends to zero near the critical point [1], we obtain
$\Delta \propto J\left|g-g_{c}\right|^{v z}$.
Therefore, the critical exponent $v z$ equals zero for the QIM.
4. Calculation of $\left\langle\sigma_{n}^{x}\right\rangle,\left\langle\sigma_{n}^{z}\right\rangle$, and $C^{x}(j)=\left\langle\sigma_{n}^{x} \sigma_{n+j}^{x}\right\rangle-\left\langle\sigma_{n}^{x}\right\rangle^{2}$
First, the flow operators $c_{n}$ and $c_{n}^{\dagger}$ must be obtained to calculate the expected values $\left\langle\sigma_{n}^{x}\right\rangle$ and $\left\langle\sigma_{n}^{z}\right\rangle$ and the correlation function $C^{x}(j)$. Based on (13), the flow equations for the creation and annihilation operators $c_{k}$ and $c_{k}^{\dagger}$ are calculated as
$\frac{d c_{k}(B)}{d B}=8 i J^{2}(g-\cos (k a)) \sin (k a) c_{-k}^{\dagger}(B)$,
$\frac{d c_{k}^{\dagger}(B)}{d B}=-8 i J^{2}(g-\cos (k a)) \sin (k a) c_{-k}(B)$.
By simultaneously solving (37) and (38), we have
$c_{k}(B)=\frac{1}{2}\left(c_{k}(0)+c_{-k}^{\dagger}(0)\right) e^{i \Gamma_{k}(B)}+$
$+\frac{1}{2}\left(c_{k}(0)-c_{-k}^{\dagger}(0)\right) e^{-i \Gamma_{k}(B)}$,
$c_{k}^{\dagger}(B)=\frac{1}{2}\left(c_{-k}(0)+c_{k}^{\dagger}(0)\right) e^{-i \Gamma_{k}(B)}+$
$+\frac{1}{2}\left(c_{k}^{\dagger}(0)-c_{-k}(0)\right) e^{i \Gamma_{k}(B)}$,
where $\Gamma_{k}(B)=\int_{0}^{B} 8 J^{2}(g-\cos (k a)) \sin (k a) d B^{\prime}$. By considering (16), (17), (18), and the final Hamiltonian (32) as $\left|\Psi_{g s}\right\rangle=|0\rangle_{g s}^{B=\infty}$, the expected values can be obtained as
$\left\langle\sigma_{n}^{x}\right\rangle_{g s}^{B=0}=\left\langle 1-2 c_{n}^{\dagger}(\infty) c_{n}(\infty)\right\rangle_{g s}^{B=\infty}=$


Fig. 2. Energy vs $g$ (zero energy gap and second-order phase transition at $g_{c}=1$ )


Fig. 3. Second derivative of the ground-state energy with respect to $g$

$$
\begin{align*}
& =\lim _{B, N \rightarrow \infty}\left\{1-\frac{2}{n} \sum_{k} \sin \left(\Gamma_{k}(B)\right)^{2}\right\}= \\
& =1-\frac{a}{\pi} \int_{\frac{-\pi}{a}}^{\frac{\pi}{a}} d k \sin \left\{\frac{-i}{4} \ln \left(\frac{g e^{i k a}-1}{g e^{i k a}-e^{2 i k a}}\right) 2\right\}= \\
& = \begin{cases}0, & 0 \leq g<1, \\
1-\frac{1}{g^{2}}, & g \geq 1 .\end{cases} \tag{40}
\end{align*}
$$

As can be seen, $\left\langle\sigma_{n}^{x}\right\rangle$ respectively tends to one and zero for $g \gg 1$ (in which most spins are oriented along the transverse field) and $g \ll 1$ (Fig. 4).


Fig. 4. Expected value $\left\langle\sigma_{n}^{x}\right\rangle$ vs $g$


Fig. 5. Correlation function $C^{x}(j)$ vs the distance for $g=0.5$, 1 , and 1.5


Fig. 6. Lattice structure of 1D QIM in $(-1)^{n} J g \sigma_{n}^{x}$
Similarly for $\left\langle\sigma_{n}^{z}\right\rangle$ :

$$
\begin{align*}
& \left\langle\sigma_{n}^{z}\right\rangle_{g s}^{B=0}=\left\langle-\prod_{m}\left(1-2 c_{m}^{\dagger}(\infty) c_{m}(\infty)\right) \times\right. \\
& \left.\times\left(c_{n}^{\dagger}(\infty)+c_{n}(\infty)\right)\right\rangle_{g s}^{B=\infty}=0 \tag{41}
\end{align*}
$$

Because an odd number of $c_{k}$ and $c_{k}^{\dagger}$ are multiplied by each other, the expected value $\left\langle\sigma_{n}^{z}\right\rangle$ becomes zero. This result is unexpected and far from our physical intuition, since the system's total magnetization is expected to be 1 or 0 , at least at $g=0$. The reason for this result is that since all the system's Hilbert
space remains in the CUTs method, there are various states of the system for down and up spins. Hence, $\left\langle\sigma_{n}^{z}\right\rangle$ will be obtained in the zero space. Through a similar process for $C^{x}(j)$, we will have

$$
\begin{align*}
& C^{x}(j)=\left\{\frac{a}{2 \pi} \int_{\frac{-\pi}{a}}^{\frac{\pi}{a}} \sin \left[2 \tilde{F}_{k}\right] \sin (j k a) d k\right\}^{2}+ \\
& +\left\{\left(\frac{a}{2 \pi}\right)^{2} \int_{\frac{-\pi}{a}}^{\frac{\pi}{a}}\left(\cos \left[2 \tilde{F}_{k_{1}}\right]\right)^{2} \cos \left(j k_{1} a\right) d k_{1} \times\right. \\
& \left.\times \int_{\frac{-\pi}{a}}^{\frac{\pi}{a}}\left(\sin \left[2 \tilde{F}_{k_{2}}\right]\right)^{2} \cos \left(j k_{2} a\right) d k_{2}\right\} \tag{42}
\end{align*}
$$

where
$\tilde{F}_{k}=\lim _{B \rightarrow \infty}\left\{\int_{0}^{B} \Gamma_{k}\left(B^{\prime}\right) d B^{\prime}\right\}=\frac{-i}{4} \ln \left(\frac{g-e^{-i k a}}{g-e^{i k a}}\right)$.
Through numerically solving (43), the spin correlation along the $x$-axis is achieved as Fig. 5. As is evident from the diagram, the spin correlation along $x$ declines with increasing the distance, and it drops faster as the magnetic field rises; consequently, the long-range order in the system vanishes.

## 5. Accurate Solution of QIM in $(-1)^{n} J g \sigma_{n}^{x}$ Using CUTs

We perform a similar procedure to solve the QIM Hamiltonian in the periodic magnetic field $(-1)^{n} J g \sigma_{n}^{x}$ (Eq. (1)) through CUTs. First, the Wigner-Jordan and Fourier transformations are used, and then CUTs are employed in the Fourier space. But the difference is that each cell contains two atoms in this state. One atom senses $-J g \sigma_{n}^{x}$, and the other senses $J g \sigma_{n}^{x}$ (Fig. 6). Therefore, each atom's shift vector will become $2 \mathbf{k}$ instead of $\mathbf{k}$. By applying the Wigner-Jordan transformation, relation (1) is transformed to the spinless fermion Hamiltonian below:
$H=2 J g \sum_{n}\left\{\left(c_{n}^{\dagger} c_{n}-\frac{1}{2}\right)-\left(d_{n}^{\dagger} d_{n}-\frac{1}{2}\right)\right\}-$
$-J \sum_{n}\left(c_{n}^{\dagger} d_{n}+d_{n}^{\dagger} c_{n}\right)-J \sum_{n}\left(d_{n}^{\dagger} c_{n+1}+c_{n+1}^{\dagger} d_{n}\right)-$
$-J \sum_{n}\left(c_{n} d_{n}+d_{n} c_{n}\right)-J \sum_{n}\left(d_{n}^{\dagger} c_{n+1}^{\dagger}+c_{n+1} d_{n}\right)$

If $a$ and $b$ represent cell's fermions, $d_{n}^{\dagger}$ and $d_{n}$ denote the creation and annihilation operators of $a ; c_{n}^{\dagger}$ and $c_{n}$ are the creation and annihilation operators of $b$ in the $n$-th cell. Because this system's shift vector is $2 \mathbf{k}$, the Fourier transforms of the creation and annihilation operators are as follows:
$c_{n}=\frac{1}{N} \sum_{k} e^{2 i k n a} c_{k}$,
$c_{n}^{\dagger}=\frac{1}{N} \sum_{k} e^{-2 i k n a} c_{k}^{\dagger}$.
Using these Fourier transforms, (45) is rewritten in the momentum space as
$H=J g \sum_{k}\left\{\left(c_{k}^{\dagger} c_{k}-\frac{1}{2}\right)-\left(d_{k}^{\dagger} d_{k}-\frac{1}{2}\right)+\right.$ h.c. $\}-$
$-\sum_{k}\left\{J\left(1+e^{-2 i k a}\right) c_{k}^{\dagger} d_{k}+\right.$ h.c. $\}+$
$+\sum_{k}\left\{J\left(-1+e^{2 i k a}\right) c_{-k}^{\dagger} d_{k}+\right.$ h.c. $\}$.
To obtain the single-particle energies through CUTs, an appropriate flowing Hamiltonian that contains all the possible square terms under appropriate initial conditions must be used. Considering the fact that terms such as $c_{-k}^{\dagger} c_{k}^{\dagger}+c_{k} c_{-k}$ or $d_{-k}^{\dagger} d_{k}^{\dagger}+d_{k} d_{-k}$ are produced during the flow process (calculating the commutators to obtain flow equations), we insert these terms into the Hamiltonian under the zero initial condition to consider such terms' effect on the rescale of the parameters of (1). Therefore, the flowing Hamiltonian we employed to solve through CUTs is
$H(B)=H_{0}(B)+H_{\mathrm{int}}(B)$,
where
$H_{0}(B)=\sum_{k}\left\{\varepsilon_{k}^{a}(B)\left(c_{k}^{\dagger} c_{k}-\frac{1}{2}\right)+\right.$
$\left.+\varepsilon_{k}^{b}(B)\left(d_{k}^{\dagger} d_{k}-\frac{1}{2}\right)\right\}$,
$H_{\mathrm{int}}(B)=\sum_{k}\left\{J_{k}(B) c_{k}^{\dagger} d_{k}+J_{k}^{*}(B) d_{k}^{\dagger} d_{k}\right\}+$
$+\sum_{k}\left\{\alpha_{k}(B) c_{-k}^{\dagger} d_{k}^{\dagger}+\alpha_{k}^{*}(B) d_{k} c_{-k}\right\}+$
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$+\sum_{k}\left\{\beta_{k}(B) c_{-k}^{\dagger} c_{k}^{\dagger}+\beta_{k}^{*}(B) c_{k} c_{-k}\right\}+$
$+\sum_{k}\left\{\gamma_{k}(B) d_{-k}^{\dagger} d_{k}^{\dagger}+\gamma_{k}^{*}(B) d_{k} d_{-k}\right\}$.
To solve the flow equations, the initial conditions in (50) and (51) are defined as follows:
$\alpha_{k}(0)=J\left(-1+e^{2 i k a}\right), J_{k}(0)=-J\left(1+e^{-2 i k a}\right)$,
$\varepsilon_{k}^{a}(0)=2 J g, \quad \varepsilon_{k}^{b}(0)=-2 J g, \quad \beta_{k}(0)=\gamma_{k}(0)=0$.
Performing the necessary calculations (see Appendix), the flow equations that rescale the Hamiltonian parameters include
$\frac{d \varepsilon_{k}^{a}}{d B}=2\left|J_{k}\right|^{2}\left(\varepsilon_{k}^{a}-\varepsilon_{k}^{b}\right)+$
$+2\left|\alpha_{-k}\right|^{2}\left(\varepsilon_{k}^{a}+\varepsilon_{-k}^{b}\right)+2\left|\beta_{k}-\beta_{-k}\right|^{2}\left(\varepsilon_{k}^{a}+\varepsilon_{-k}^{a}\right)$,
$\frac{d \varepsilon_{k}^{b}}{d B}=2\left|J_{k}\right|^{2}\left(\varepsilon_{k}^{a}-\varepsilon_{k}^{b}\right)+$
$+2\left|\alpha_{k}\right|^{2}\left(\varepsilon_{-k}^{a}+\varepsilon_{k}^{b}\right)+2\left|\gamma_{k}-\gamma_{-k}\right|^{2}\left(\varepsilon_{k}^{b}+\varepsilon_{-k}^{b}\right)$,
$\frac{d J_{k}}{d B}=-J_{k}\left(\varepsilon_{k}^{a}-\varepsilon_{k}^{b}\right)^{2}+$
$+\alpha_{k}^{*}\left(\beta_{k}-\beta_{-k}\right)\left(\varepsilon_{k}^{a}+\varepsilon_{k}^{b}+2 \varepsilon_{-k}^{a}\right)-$
$-\alpha_{-k}\left(\gamma_{k}^{*}-\gamma_{-k}^{*}\right)\left(\varepsilon_{k}^{a}+\varepsilon_{k}^{b}+2 \varepsilon_{-k}^{b}\right)$,
$\frac{d \alpha_{k}}{d B}=-\alpha_{k}\left(\varepsilon_{k}^{a}+\varepsilon_{k}^{b}\right)^{2}-$
$-J_{k}^{*}\left(\beta_{k}-\beta_{-k}\right)\left(2 \varepsilon_{k}^{a}+\varepsilon_{-k}^{a}-\varepsilon_{k}^{b}\right)-$
$-J_{-k}\left(\gamma_{k}-\gamma_{-k}\right)\left(2 \varepsilon_{-k}^{b}+\varepsilon_{k}^{b}-2 \varepsilon_{-k}^{a}\right)$,
$\frac{d \beta_{k}}{d B}=-\beta_{k}\left(\varepsilon_{k}^{a}+\varepsilon_{-k}^{b}\right)^{2}-J_{k} \alpha_{k}\left(\varepsilon_{-k}^{a}-\varepsilon_{k}^{a}+2 \varepsilon_{k}^{b}\right)$,
$\frac{d \gamma_{k}}{d B}=-\gamma_{k}\left(\varepsilon_{k}^{a}+\varepsilon_{-k}^{b}\right)^{2}-J_{-k}^{*} \alpha_{k}\left(\varepsilon_{k}^{b}-\varepsilon_{-k}^{b}+2 \varepsilon_{-k}^{a}\right)$.
These differential equations give us the rescale of the Hamiltonian parameters through CUTs. This


Fig. 7. Rescaled energy of atom $a$ according to $k$ for $J=1$, $g=0.5$, and a 200 -site system


Fig. 8. Rescaled energy of atom $b$ according to $k$ for $J=1$, $g=0.5$, and a 200 -site system
model's accurate energy spectrum is obtained by simultaneously numerically solving these coupled differential equations using the Runge-Kutta algorithm. The calculation results: all the non-diagonal part's parameters are rescaled to zero, and four values of single-particle energy are obtained for the atoms $a$ and $b$ (two values $\pm \varepsilon_{k}^{a}(\infty)$ for $a$ and two values $\pm \varepsilon_{k}^{b}(\infty)$ for $b$ ) (Figs. 7 and 8). Accordingly, the final Hamiltonian (diagonalized Hamiltonian) that is obtained after an infinite number of ultrafine unitary transformations is as follows:
$\tilde{H}=\sum_{k}\left\{\tilde{\varepsilon}_{k}^{a} c_{k}^{\dagger} c_{k}+\tilde{\varepsilon}_{k}^{b} d_{k}^{\dagger} d_{k}-\tilde{\varepsilon}_{k}^{a}-\tilde{\varepsilon}_{k}^{b}\right\}$,
where $\tilde{H}=H(\infty), \tilde{\varepsilon}_{k}^{a}=\varepsilon_{k}^{a}(\infty)$, and $\tilde{\varepsilon}_{k}^{b}=\varepsilon_{k}^{b}(\infty)$.
Note that, although a differential equation has several solutions, it has only one numerical solution. Hence, if we numerically solve the above equations, the non-physical solution $\varepsilon_{k}^{a}(\infty)=-\varepsilon_{k}^{b}(\infty)$ will be
obtained. For this reason, to solve these equations, we add an extremely slight value $10^{-10}$ to $\varepsilon_{k}^{a}(B=0)$ or $\varepsilon_{k}^{b}(B=0)$ (the initial condition for solving differential equations). This numerical solution's results are plotted in Figs. 7, 8, and 9.
As can be observed, the negative energy levels are completely occupied by the fermions and the positive energy levels are empty. Therefore, depending on whether we consider the single-particle energies to be positive or negative, the system's ground state is completely empty or full of fermions, respectively. So that, a particle should be created or annihilated in the ground state to obtain the excited states. The energy required for a particle to move from the lower energy band to the higher empty energy band depends on the value of $g$ so that it reaches its minimum for $g=1$ at $k=0$. Nevertheless, if we assume that $\varepsilon_{k}^{(a, b)} \geq 0$, considering (60), the total energies of the ground and first excited states will be obtained as follows:
$E_{g s}=-\sum_{k}\left(\tilde{\varepsilon}_{k}^{a}+\tilde{\varepsilon}_{k}^{b}\right)$,
$E_{1 e x}=E_{g s}+\min \left\{\tilde{\varepsilon}_{k}^{a}, \tilde{\varepsilon}_{k}^{b}\right\}$.
By studying the changes in the diagrams of $E_{g s}$ and $E_{1 e x}$ versus $g$ (Fig. 10), we can conclude that the energy gap is zero at the quantum critical point ( $g_{c}=1$ ) such that no level cutoff occurs. Moreover, it can be concluded from the energy-gap changes versus $|g-1|$ that the critical exponent $z v$ is equal to one. This indicates that this model is placed in the universality class of QIM. The investigation of the changes in the second-order derivative of the ground-state energy with respect to $g$ shows that there is a singularity in this order of differentiation. So it is concluded that the phase transition at $g_{c}=1$ is a second-order quantum phase transition from ferromagnetic phase to paramagnetic one.

## 6. Results and Discussion

This model is determined through a set of classical double-valued variables, $S_{i}= \pm 1$, so that $S_{i}$ represents the spins placed on the lattice sites. This model's Hamiltonian is defined as
$H=-J \sum_{\langle i j\rangle} S_{i} S_{j}-h \sum_{i} S_{i}$,
where $J$ denotes the interaction constant, and $h$ is the external magnetic field. The parameters $J$ and $h$ are
constants with energy dimension. In the first term, $\langle i j\rangle$ represents the interaction of the nearest-neighbor spins. Here, if $J>0$, the spin interaction will be ferromagnetic, otherwise, $J<0$, antiferromagnetic.

Herein, the calculation method is divided into the high-temperature series expansion and the Padé approximation. First, the zero-field magnetic susceptibility is calculated through the high-temperature series expansion, and then the obtained series is analyzed in the Padé approximation. The series expansion method is a highly accurate approximation method used to calculate varios lattices' critical temperatures and exponents. The series expansion theory is applicable as a low/high-temperature approximation. To understand system's thermodynamic properties, its partition function should be calculated. Therefore, first using (63), the Ising-model partition function is obtained as
$Z(K, h)=\sum_{\{S\}} e^{-\beta H}=$
$=\sum_{\{S\}} \exp \left(K \sum_{\langle i j\rangle} S_{i} S_{j}+\beta h \sum_{i} S_{i}\right)$,
where the summation is performed over all the possible configurations of the system, $K=\beta J$ is a temperature-dependent coupling constant, and $\beta=$ $=1 / K_{\mathrm{B}} T$. At high temperatures, as $T$ rises, $K$ declines. Hence, the partition function can be expanded in $K$. Since $S_{i} S_{j}= \pm 1$ for the Ising model, the expression $e^{K S_{i} S_{j}}$ can be written as
$e^{K S_{i} S_{j}}=(\cosh K)\left(1+v S_{i} S_{j}\right)$,
where $v=\tanh K$. Through a similar calculation procedure for the external field, the partition function is obtained as
$Z_{N}(K)=(\cosh K t)^{N q / 2}(\cosh \beta h)^{N} \times$
$\times \sum_{\{S\}} \prod_{\langle i j\rangle}\left(1+v S_{i} S_{j}\right) \times \prod_{K}\left(1+\tau S_{K}\right)$.
The high-temperature expansion of Ising-model zero-field magnetic susceptibility is introduced as
$\chi(v)=\beta^{-1} \lim _{h \rightarrow 0} \frac{\partial^{2}}{\partial h^{2}}\left(\frac{1}{N} \ln Z_{N}\right)=$


Fig. 9. Single-particle energies vs $k$ for $g=0.5,1,1.5,2.0,2.5$, and 3.0. Minimum energy gap at $g=1$ and $k=0$. Positive energy bands are empty, whereas negative energy bands are full of fermions


Fig. 10. Energy vs. $g$ for QIM in $(-1)^{n} J g \sigma_{n}^{x}$ (zero energy gap and $2^{n d}$-order phase transition at $g_{c}=1$ )
$=\frac{\beta}{N Z_{N}} \sum_{i, j} \sum_{\{S\}} S_{i} S_{j} e^{-\beta H}$.
Consequently, we have
$\beta^{-1} \chi(v)=\frac{1}{N} \sum_{i, j}\left\langle S_{i} S_{j}\right\rangle=1+2 \sum_{i \neq j}\left\langle S_{i} S_{j}\right\rangle$,


Fig. 11. Ising model with ferromagnetic and antiferromagnetic interactions on a kagome lattice


Fig. 12. If the spin $A$ chooses the up/down direction, one of the interactions will not be satisfied. Therefore, this spin is frustrated to choose its direction

Table 1. Critical temperature of the high-temperature expansion of the Ising-model magnetic susceptibility on a kagome lattice through the Padé approximation

| $[L, M]$ | $x=-0.2$ | $x=-0.3$ | $x=-0.4$ |
| :---: | :---: | :---: | :---: |
| $[6,6]$ | $K_{\mathrm{B}} T_{\mathrm{C}} \approx 1.316 J_{\mathrm{F}}$ | $K_{\mathrm{B}} T_{\mathrm{C}} \approx 1.234 J_{\mathrm{F}}$ | $K_{\mathrm{B}} T_{\mathrm{C}} \approx 0.793 J_{\mathrm{F}}$ |
| $[5,5]$ | $K_{\mathrm{B}} T_{\mathrm{C}} \approx 1.316 J_{\mathrm{F}}$ | $K_{\mathrm{B}} T_{\mathrm{C}} \approx 1.262 J_{\mathrm{F}}$ | $K_{\mathrm{B}} T_{\mathrm{C}} \approx 0.819 J_{\mathrm{F}}$ |
| $[4,4]$ | $K_{\mathrm{B}} T_{\mathrm{C}} \approx 1.234 J_{\mathrm{F}}$ | $K_{\mathrm{B}} T_{\mathrm{C}} \approx 1.052 J_{\mathrm{F}}$ | $K_{\mathrm{B}} T_{\mathrm{C}} \approx 0.840 J_{\mathrm{F}}$ |
| $[3,3]$ | $K_{\mathrm{B}} T_{\mathrm{C}} \approx 1.262 J_{\mathrm{F}}$ | $K_{\mathrm{B}} T_{\mathrm{C}} \approx 1.075 J_{\mathrm{F}}$ | $K_{\mathrm{B}} T_{\mathrm{C}} \approx 0.884 J_{\mathrm{F}}$ |

Table 2. Critical exponent of the high-temperature expansion of the Ising-model magnetic susceptibility on a kagome lattice through the Padé approximation

| $[L, M]$ | $x=-0.2$ | $x=-0.3$ | $x=-0.4$ |
| :--- | :--- | :--- | :--- |
| $[6,6]$ | $\gamma=1.756$ | $\gamma=1.760$ | $\gamma=1.760$ |
| $[5,5]$ | $\gamma=1.770$ | $\gamma=1.770$ | $\gamma=1.767$ |
| $[4,4]$ | $\gamma=1.770$ | $\gamma=1.690$ | $\gamma=1.745$ |
| $[3,3]$ | $\gamma=1.752$ | $\gamma=1.770$ | $\gamma=1.700$ |

whose graphical expression is defined as
$\beta^{-1} \chi(v)=\bar{\chi}(v)=1+2 \sum_{\left\{g_{2}\right\}} c(g) v^{l_{g}}$,
where $g_{2}$ represents the graphs have two odd-degree vertexes, $c(g)$ is the graph immersion factor (called
lattice constant), and $l_{g}$ denotes the number of bonds pertaining to each graph. The analysis method varies based on what data is supposed to be obtained from the series. In this regard, there are various methods to analyze series. The Padé approximation method was first used for critical phenomena in 1961 [35]. The Pade approximation of the first $N$ terms of an exponential series can be expressed as the division of two polynomials. As an example, for the first $N$ terms of the function $F(x)$, the Padé approximation is written as
$F(x) \cong \sum_{n=0}^{N} a_{n} x^{n}=\frac{P_{L}(x)}{Q_{M}(x)}$,
where $P_{L}(x)$ and $Q_{M}(x)$ respectively represent polynomials of the order $L$ and $M$ such that $L+M \leq N$. The polynomial coefficients $P_{L}(x)$ and $Q_{M}(x)$ are determined by solving a set of linear equations. Employing such approximation, the analytical structure of series can be investigated and the function poles can be exactly determined. This procedure is as follows:
$f(x)=A\left(x_{C}-x\right)^{-\theta}$,
$D \log F(x) \equiv \frac{f^{\prime}(x)}{f(x)}=\frac{\theta}{x_{C}-x}$.
Accordingly, the position of the singularity (critical) points can be obtained by estimating the roots of $Q_{M}(x)$, and thereby the critical exponent $\theta$ is evaluated. The magnetic susceptibility near the critical point is given by $\chi \sim\left|T-T_{\mathrm{C}}\right|^{-\gamma}$, where $\gamma$ denotes the magnetic susceptibility critical exponent. Using the high-temperature expansion method, we study the magnetic susceptibility of an Ising-model zero field with first-neighbor interaction to ferromagnetic $\left(J_{\mathrm{F}}\right)$ and antiferromagnetic ( $J_{\mathrm{AF}}$ ) interactions on a kagome lattice. Such interaction is plotted in Fig. 11. The kagome lattice is a 2 D non-Bravais frustrated spin system. This problem leads to an extreme complexity in the calculations. This model's zero-field magnetic susceptibility is calculated up to order 12 for different values of $J_{\mathrm{AF}} / J_{\mathrm{F}}$. Tables 1 and 2 show the calculation results.
If $-1 \leq J_{\mathrm{AF}} / J_{\mathrm{F}} \leq-0.2$, the zero-field magnetic susceptibility can be obtained through the hightemperature series expansion. Applying the Padé
approximation to the magnetic susceptibility series for $L=M$, the critical exponent and temperature of different states can be obtained. Tables 1 and 2 provide, respectively, the values obtained for the critical temperature and exponent for $J_{\mathrm{AF}} / J_{\mathrm{F}}=$ $-0.2,-0.3,-0.4$, which is shown here by $x$.

As the tables indicate, the phase transition is observed for different values of antiferromagnetic interaction constant. In these three states, the phase temperature ( $K_{\mathrm{B}} T_{\mathrm{C}}$ ) decreases with increasing the antiferromagnetic interaction constant ( $x$ ). Also, these states' critical temperature is less than the transition temperature of the antiferromagnetic Ising model on a kagome lattice ( $K_{\mathrm{B}} T_{\mathrm{C}} \approx 2.38$ ). Table 2 suggests that, according to the universality theory, these states' critical exponents are well consistent with the exact solution of the Ising model.

However, when $-1 \leq J_{\mathrm{AF}} / J_{\mathrm{F}} \leq-0.5$, the results obtained through the Padé approximation do not show any phase transition. The absence of a phase transition in such states is due to the fact that increasing the antiferromagnetic interaction constant strengthens this interaction and consequently leads to the spin confusion and magnetic frustration (see Fig. 12). Magnetic frustration or confusion is characterized as a state, in which a spin (or several) in a system cannot choose a direction completely satisfying all the interactions. In other words, the system cannot find a specific ground state for itself. Under such conditions, the system's ground state is several degenerate states, none of which is superior to others. Therefore, it can be said that the phase transition will not be observed in such systems due to the magnetic frustration.

## 7. Conclusions

In this paper, we have employed CUTs, as a new method for solving many-body quantum issues, to obtain the accurate energy spectrum of QIM in a constant magnetic field $-J g \sigma_{n}^{x}$ and a periodic magnetic field $(-1)^{n} J g \sigma_{n}^{x}$. As we expected, by varying the transverse magnetic field, both models showed the same results at the quantum critical point $g_{c}$, quantum phase type, and critical exponent $z v$. Furthermore, the calculation of the spin correlation function $C^{x}(j)$ has demonstrated that a rise in the transverse magnetic field does not cause a long-range order in the system. Also, the results of the high-
temperature series expansion of the Ising-model zerofield magnetic susceptibility to antiferromagnetic and ferromagnetic interactions on a kagome lattice for the different values of antiferromagnetic interaction constant and through the Pade approximation indicate that when $J_{\mathrm{AF}} / J_{\mathrm{F}}=-0.2,-0.3,-0.4$, the ferromagnetic interactions dominate the antiferromagnetic interactions, and the phase transition is observed, consequently. These phase transition' critical exponent is well consistent with the exact solution of the Ising model. However, when $-1 \leq J_{\mathrm{AF}} / J_{\mathrm{F}} \leq-0.5$, the antiferromagnetic interactions compete with the ferromagnetic interactions. The results of application of the Padé approximation showed that no phase transition is observed in such systems due to the magnetic frustration.
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## APPENDIX A.

## Calculation of the flow equation

for QIM in $(-1)^{n} J g \sigma_{n}^{x}$ using CUTs
To calculate the generator, the diagonal part $H_{0}$ and nondiagonal part $H_{\text {int }}$ are considered as follows:
$H_{0}(B)=\sum_{k}\left\{\varepsilon_{k}^{a}(B)\left(c_{k}^{\dagger} c_{k}-\frac{1}{2}\right)+\varepsilon_{k}^{b}(B)\left(d_{k}^{\dagger} d_{k}-\frac{1}{2}\right)\right\}$,
$H_{\mathrm{int}}^{(1)}(B)=\sum_{k}\left\{J_{k}(B) c_{k}^{\dagger} d_{k}+J_{k}^{*}(B) d_{k}^{\dagger} d_{k}\right\}$,
$H_{\mathrm{int}}^{(2)}(B)=\sum_{k}\left\{\alpha_{k}(B) c_{-k}^{\dagger} d_{k}^{\dagger}+\alpha_{k}^{*}(B) d_{k} c_{-k}\right\}$,
$H_{\mathrm{int}}^{(3)}(B)=\sum_{k}\left\{\beta_{k}(B) c_{-k}^{\dagger} c_{k}^{\dagger}+\beta_{k}^{*}(B) c_{k} c_{-k}\right\}$,
$H_{\mathrm{int}}^{(4)}(B)=\sum_{k}\left\{\gamma_{k}(B) d_{-k}^{\dagger} d_{k}^{\dagger}+\gamma_{k}^{*}(B) d_{k} d_{-k}\right\}$,
where $H_{\mathrm{int}}=H_{\mathrm{int}}^{(1)}+H_{\mathrm{int}}^{(2)}+H_{\mathrm{int}}^{(3)}+H_{\mathrm{int}}^{(4)}$.

1. Calculation of the generator of unitary transformations
$\eta=\sum_{k}\left\{J_{k}\left(\varepsilon_{k}^{a}-\varepsilon_{k}^{b}\right) c_{k}^{\dagger} d_{k}-\alpha_{k}\left(\varepsilon_{-k}^{a}+\varepsilon_{k}^{b}\right) c_{-k}^{\dagger} d_{k}+\right.$
$\left.+\beta_{k}\left(\varepsilon_{k}^{a}+\varepsilon_{-k}^{a}\right) c_{-k}^{\dagger} c^{\dagger}+\gamma_{k}\left(\varepsilon_{k}^{b}+\varepsilon_{-k}^{b}\right) d_{-k}^{\dagger} d_{k}^{\dagger}\right\}-$ h.c.
2. Calculation of the commutator $\left[\eta, H_{0}\right]$
$\left[\eta, H_{0}\right]=\sum_{k}\left\{-J_{k}\left(\varepsilon_{k}^{a}-\varepsilon_{k}^{b}\right)^{2} c_{k}^{\dagger} d_{k}-\alpha_{k}\left(\varepsilon_{-k}^{a}+\varepsilon_{k}^{b}\right)^{2} \times\right.$
$\left.\times c_{-k}^{\dagger} d_{k}-\beta_{k}\left(\varepsilon_{k}^{a}+\varepsilon_{-k}^{a}\right)^{2} c_{-k}^{\dagger} c^{\dagger}-\gamma_{k}\left(\varepsilon_{k}^{b}+\varepsilon_{-k}^{b}\right)^{2} d_{-k}^{\dagger} d_{k}^{\dagger}\right\}$.
3. Calculation of the commutator $\left[\eta, H_{\mathrm{int}}^{(1)}\right]$
$\left[\eta, H_{\mathrm{int}}^{(1)}\right]=\sum_{k}\left\{\left|J_{k}\right|^{2}\left(\varepsilon_{k}^{a}-\varepsilon_{k}^{b}\right)\left(c_{k}^{\dagger} c_{k}-d_{k}^{\dagger} d_{k}-\right)-\right.$
$-\alpha_{k}\left(\varepsilon_{-k}^{a}-\varepsilon_{k}^{b}\right)\left(J_{k} c_{-k}^{\dagger} c_{k}^{\dagger}+J_{-k}^{*} d_{-k}^{\dagger} d_{k}^{\dagger}\right)-$
$-J_{k}^{*}\left(\varepsilon_{k}^{a}+\varepsilon_{-k}^{b}\right)\left(\beta_{k}-\beta_{-k}\right) c_{-k}^{\dagger} d_{k}^{\dagger}-$
$\left.-J_{-k}\left(\varepsilon_{k}^{b}+\varepsilon_{-k}^{b}\right)\left(\gamma_{k}-\gamma_{-k}\right) c_{-k}^{\dagger} d_{k}^{\dagger}\right\}+$ h.c.
4. Calculation of the commutator $\left[\eta, H_{\mathrm{int}}^{(2)}\right]$
$\left[\eta, H_{\mathrm{int}}^{(2)}\right]=\sum_{k}\left\{J_{k} \alpha_{k}\left(\varepsilon_{k}^{a}-\varepsilon_{k}^{b}\right) c_{-k}^{\dagger} c_{k}^{\dagger}-\right.$
$-J_{-k} \alpha_{k}^{*}\left(\varepsilon_{-k}^{a}-\varepsilon_{-k}^{b}\right) d_{k} d_{-k}+\left|\alpha_{-k}\right|^{2}\left(\varepsilon_{k}^{a}+\varepsilon_{-k}^{b}\right) c_{k}^{\dagger} c_{k}+$
$+\left|\alpha_{k}\right|^{2}\left(\varepsilon_{-k}^{a}+\varepsilon_{k}^{b}\right) d_{k}^{\dagger} d_{k}+\alpha_{k}^{*}\left(\varepsilon_{k}^{a}+\varepsilon_{-k}^{b}\right)\left(\beta_{k}-\beta_{-k}\right) c_{k}^{\dagger} d_{k}-$
$\left.-\alpha_{-k}^{*}\left(\varepsilon_{k}^{b}+\varepsilon_{-k}^{b}\right)\left(\gamma_{k}-\gamma_{-k}\right) d_{k}^{\dagger} c_{k}-\left|\alpha_{k}\right|^{2}\left(\varepsilon_{-k}^{a}+\varepsilon_{k}^{b}\right)\right\}+$ h.c.
5. Calculation of the commutator $\left[\eta, H_{\mathrm{int}}^{(3)}\right]$
$\left[\eta, H_{\mathrm{int}}^{(3)}\right]=\sum_{k}\left\{-J_{k}\left(\varepsilon_{k}^{a}-\varepsilon_{k}^{b}\right)\left(\beta_{k}^{*}-\beta_{-k}^{*}\right) d_{k} c_{-k}+\right.$
$+\alpha_{k}\left(\varepsilon_{-k}^{a}+\varepsilon_{k}^{b}\right)\left(\beta_{k}^{*}-\beta_{-k}^{*}\right) d_{k}^{\dagger} c_{k}+$
$+\left|\beta_{k}-\beta_{-k}\right|^{2}\left(\varepsilon_{k}^{a}+\varepsilon_{-k}^{a}\right) c_{k}^{\dagger} c_{k}-$
$\left.-\beta_{k}\left(\beta_{k}^{*}-\beta_{-k}^{*}\right)\left(\varepsilon_{k}^{a}+\varepsilon_{-k}^{b}\right)\right\}+$ h.c.
6. Calculation of the commutator $\left[\eta, H_{\mathrm{int}}^{(4)}\right]$
$\left[\eta, H_{\mathrm{int}}^{(4)}\right]=\sum_{k}\left\{-J_{k}\left(\varepsilon_{-k}^{a}-\varepsilon_{-k}^{b}\right)\left(\gamma_{k}-\gamma_{-k}\right) c_{-k}^{\dagger} d_{k}^{\dagger}-\right.$
$-\alpha_{-k}\left(\varepsilon_{k}^{a}+\varepsilon_{-k}^{b}\right)\left(\gamma_{k}^{*}-\gamma_{-k}^{*}\right) c_{k}^{\dagger} d_{k}+$
$+\left|\gamma_{k}-\gamma_{-k}\right|^{2}\left(\varepsilon_{k}^{b}+\varepsilon_{-k}^{b}\right) d_{k}^{\dagger} d_{k}-$
$\left.-\gamma_{k}\left(\gamma_{k}^{*}-\gamma_{-k}^{*}\right)\left(\varepsilon_{k}^{b}+\varepsilon_{-k}^{b}\right)\right\}+$ h.c.
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Резюме
Одновимірна квантова модель Ізінга (1KMI) описує квантові фазові переходи із взаємодією найближчих сусідів в постійному магнітному полі. Раніше було розроблено ряд методів точного розв’язання 1KMI. Застосовуючи неперервне унітарне перетворення як новий аналітичний метод опису багаточастинкових систем, ми вперше отримали розв'язок 1KMI для постійного і для регулярного (періодичного) поперечних магнітних полів. Як і очікувалося, критичні індекси є такими самими, що і в точних розв'язках. Застосовуючи наближення Паде i розвинення в ряд у границі високих температур, ми вивчили сприйнятливість моделі Ізінга без магнітного поля з антиферомагнітною взаємодією на гратці кагоме. Показано, що при зміні константи антиферомагнітної взаємодії фазовий перехід виникає за умови $J_{\mathrm{AF}} / J_{\mathrm{F}}>-0.5$. Згідно з теорією універсальності, критичні індекси для таких систем добре узгоджуються з індексами в моделі Ізінга.

## А. Хейдари, Ф. Горбани, М. Горбани

НОВЫЙ МЕТОД ИССЛЕДОВАНИЯ И ТОЧНОГО РЕШЕНИЯ ОДНОМЕРНОЙ КВАНТОВОЙ МОДЕЛИ ИЗИНГА ДЛЯ ПОСТОЯННОГО И ПЕРЕМЕННОГО ПОПЕРЕЧНЫХ МАГНИТНЫХ ПОЛЕЙ

Р ез ю м е
Одномерная квантовая модель Изинга (1КМИ) описывает квантовые фазовые переходы с взаимодействием ближайших соседей в постоянном магнитном поле. Раньше был разработан ряд методов точного решения 1КМИ. Применяя непрерывное унитарное преобразование как новый аналитический метод описания многочастичных систем, мы впервые получили решение 1 KM для постоянного и для регулярного (периодического) поперечных магнитных полей. Как и ожидалось, критические индексы получены такими же, как и в точных решениях. Применяя приближение Паде и разложение в ряд в пределе высоких температур, мы изучили восприимчивость модели Изинга без магнитного поля с антиферромагнитным взаимодействием на решетке кагоме. Показано, что при изменении константы антиферромагнитного взаимодействия фазовый переход возникает при условии $J_{\mathrm{AF}} / J_{\mathrm{F}}>-0.5$. Согласно теории универсальности, критические индексы для таких систем находятся в хорошем согласии с индексами в модели Изинга.
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